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Direct Access Mdde, also called DAM is a feature introduced at WbOS 5.2 that
enabl es applications |like Direct Access to real servers and Content Switching.

On the other hand, DAM can generate sone undesired side effects.
Lack of understandi ng of how DAM works nakes it difficult to do a good/safe design.

The following text tries to explain the concepts behind DAM and how to use it
properly.

Wth the introduction of WbOS 8.0 and VMA things happen a little different now and
many DAM linmitations just vanished in the air. However, in order to try not to get
the reader confused, we will first start with DAM and WebOS 6.0 and then we will
show how t hi ngs changed with WbOS 8.0 and VMA

This text assunes the reader knows TCP/IP and also has a basic understandi ng of
Al teon switches and WbOS concepts and operati ons.

DAM - Wy?

The distributed processing architecture of our switches, one ASIC and two
processors per physical port on the stackable switches, has |ots of advantages and
sone |limtations.

At Cient Processing, when the switch replaces the VIP address by one of the RIPs,
upon arrival of the first packet of a TCP session the switch creates an entry at
the session table stored at that port. This is mainly used to enable the switch to
send the next packets, belonging to that sane TCP session, to the same real server.
This intrasession persistency is vital for a L4 switch.

On the way back to the clients, the packets nust have the source |P address
repl aced back from the RIP to the VIP, otherwise the clients will reject them
Alteon call this Server Processing. In nost cases, this translation can be done
very efficiently based on a static table called Service Mpping Table (SMI that
maps the pair (RIP,RPORT) to (VIP, VPORT). There is no need to |look at the Session
Tabl e.

Under that distributed processing nodel (wi thout VMA) our switches handle Cient
Processing at one port, where packets enter the switch to go to the VIP, and Server
Processing at another port (where packets enter the switch to go back to the
client).

This is ok for nost of the situations. But it is not ok for a few There are tines
when information gathered or stored at the ingress port nmust be retrieved to
correctly do Server Processing. That is the case, for exanple, of direct access to
| oad bal anced servers.
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In our architecture, in order to Server Processing to be able to use the
infornmation set by Cient Processing we nust have BOTH Cient Processing and Server
Processi ng happening in the same port so that they can share the sane Session Tabl e
stored at the correspondi ng port’s SRAM

In WbOS 6.0, there are two ways of ensure Client and Server Processing at the sane
port: DAMor PIP. In WbOS 8.0 VMA takes care of that as we will see later.

Wth access to data assured by using the correct session table, there cones the
other side (not less inportant) of DAM and PIP. they wll also nean sonewhat
different, nmore conplete, Cient and Server Processing.

PIP, which we wll not discuss here, however, has a very serious disadvantage:
because PIP's dient Processing changes not only VIP->RIP but also CIP->PIP it
i npossible to gather good usage statistics from the web servers since all traffic
will look as coming fromthe PIP.

On the other hand, PIP is the only way to assure that traffic will get back to the
alteon switch to go through Server Processing in certain atypical topologies I|ike
one-arnmed | oad bal anci ng.

DAM - Applications
Several applications need DAM Sone of themare |isted bellow

Direct Access to Real Servers

One Real Server serving Miultiple VIPs

Content Intelligent Switching (Layer 7 processing), |ike
URL based SLB

URL based WCR

URL based BWM

Cooki e based persi stence

Cooki e based SLB

Cooki e based BWM

SSL Session I D persistence

ANENENENENENEN

Later, wunder Applications Operation, we wll study each of those applications in
detail. And you will also find alternatives to DAM based on each scenari o.

DAM - How to configure

To configure DAMis very sinple. Al you have to is:
At WebOS 5.2 and 6.0: Apply the conmmand /cfg/slb/direc en
At WbOs 8. x: Apply the command /cfg/slb/adv/direct en

Not e: When DAM i s enabl ed, under WebQOS 6.0, the configuration of a port as “server
ena” nmeans nothing. SPr will happen at the ports configured “client ena” when the
packet exits the switch.
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Intelligent Webworking™

DAM Concept s

So the key point is that DAM enables Cient and Server Processing in the sane port
so that Server Processing can handle atypical types of traffic like direct access

to real servers.
See bel l ow the normal (DAM di sabl ed) operation of CPr and SPr.

. Server Processing port
. Client Processing port

Direct Access Mode Disabled

See bellow how |oad balancing happens if you enable DAM Note that the source
(cport) port is remapped in both directions.

Sever #2

. Server Processing port
. Client Processing port

Direct Access Mode Enabled
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DAM - How it works

WebOS Internal Operations Concepts - The Session Table
Let’s review sone WbOS concepts that will hel p us understand DAM

The Session Table is a data table stored in the SRAM of each ASIC. It holds
i nfornmati on used by the switch to do its |oad bal anci ng tasks.

Each line of the Session Table is called a Session Table Entry. The nunber of

entries will deternmne the nunber of TCP sessions each ASIC can support. Because
there is a part of the switch’s nenmory reserved for the Session Table (varies
according to the switch nodel), the size of the Session Table Entry will deternine

t he nunber of entries.

A Session Table Entry has several fields. Some of them are always there. Sone will
be only be used according to the configuration of the switch (for instance if the
switch is doing filtering, PIP or L7 processing).

Among those that are always there are:

CIP, the source |IP of the incom ng packet fromthe client
CPORT, the TCP source port of the incom ng packet fromthe client

RSI, the Real Server Index, a o byte field that tells which Real Server was
assigned to that session

Anmong those that are sonetines there are:

RPORT, the TCP destination port of the packet that is sent to the real server
VPORT, the TCP destination port of the inconmi ng packet fromthe client

VSrl, the Virtual Server Index, a byte field that tells which Virtual Server
is related to that session

The applications you run on the switch will determ ne the necessary fields on the
Session Table. Currently WebOS supports 3 different formats for the Session Table.
They are listed bellow with their space requirenents per entry:

ABT - Application Binding Table - 12 bytes
FBT - Filter Binding Table - 16 bytes
PBT - Proxy Binding Table - 24 bytes

Wth the ABT you can do SLB. If the switch will only support Filtering, in a FWB
config, for exanple, FBT is used. And if the switch needs to have PIPs or L7
processing, PBT will be used. SLB plus Filtering requires PBT.

The pair (CIP, CPORT) is called the Session |ID because it identifies a unique TCP
session. The session IDis the access key for the session table.

WebOS Internal Operations Concepts - Client and Server Processing

At Cient Processing (CPr), when the switch replaces the VIP by one of the RIPs
upon arrival of the first packet of a TCP session the switch creates an entry at
the Session Table stored at that port. This is mainly used to enable the switch to
send the next packets, belonging to that sanme TCP session, to the sane real server.

On the way back to the clients, the packets nust have the source |P address
repl aced back fromthe RIP to the VIP, otherwise the clients will reject them (wll
send a TCP reset). W call this Server Processing (SPr).
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In nost cases, this translation can be done very efficiently based on a static
table, derived fromthe switch's configuration, called Service Mapping Table (SM).
SMI key (RIP,RPORT) maps to the corresponding pair (VIP, VPORT). Wen using SM,
there is no need to look at the Session Table to do SPr. Let's call this node
Express Server Processing (E-SPr).

Client and Server Processing with DAM

VWen DAM is enabled the switch will use a nmore conplex type of SPr, which we wll
call Advanced Server Processing (A-SPr). It will also change slightly how CPr will
behave.

Mainly, A-SPr will look at the Session Table for the corresponding entry and

replace RIP by VIP based on the value (VSrl) found at the Session Table not based
on the SMI (as done by E-SPr).

In WbOS 6.x, DAM also forces SPr to happen in the egress port instead of at the
ingress port, so CPr and SPr can happen in the sane port if traffic rules send the
return packet back to the sane port the original packet entered.

When traffic exits the switch by the sane port it has entered the switch, both CPr
and SPr can use the sane Session Table. If DAMis enabled, A-SPr will take over and
we are able to deliver the intended benefits.

So, DAM works in two ways:

1. For the incomng packet: during CPr, it replaces original packet’s SPORT by a
different port (actually the Session Table Entry nunber/index). It will also
store the Virtual Server Index (VSrl) in that entry. This will allow A-SPr to
easily find the Session Table entry for the corresponding return packets.

2. For the returning packet: it will not go through E-SPr at the incoming port
but, instead, A-SPr will happen at the outgoing port using the information
stored at the Session Table.

DAM and Port Mapping

DAM and Port Mapping cannot be done when the switch is using the ABT format for the
Session Table. The reason is that to be able to support Miultiple VIPs per RI P, when
using the ABT, CPr stores the VSrl in the field that nornally stores RPORT when DAM
i s disabl ed.

So if you need Port Mapping with DAM you need to enforce the use of PBT fornat.
Al you need to do is to have either filtering (even with no filters applied), PIP
or Layer 7 processing enabled because this will determ ne the use of PBT, that also
stores VIP and VPORT of the incom ng packet).

DAM and FWLB

For FWB to work properly the addresses (SIP and DI P) of the packets nust be the
sanme (or exchange places) for hash to redirect to the sane firewall. Load bal anced
i ncom ng packets have SIP=CIP and DI P=VIP while the corresponding packets return
with SIP=RIP and DI P=CI P. So we need SPr to happen BEFORE the filter so that SIP is
repl aced from R P back to VIP before the hash function is cal cul at ed.

In Wb0S 6.0, DAM determines that SPr be noved fromthe ingress port (where filter
happens) to the egress port so it will happen AFTER the filtering stage. Under this
condition, DAM SLB and FWDB cannot be done at the sane tine.
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In WbOS 8.0, although SPr remmins being done before filtering, the only way we can
guarantee that the packet is processed in the sanme port, using the sanme session
table for CPr and A-SPr, is enabling VMA (Virtual Mtrix Architecture).

DAM and WebOS 8.x
Wiy and how VMA saves the day? Very ingenious.

First we need to understand how VMA chooses the designated port: Every packet that
enters a port that has L4 processing enabled (Cient, Server or Filter processing)
is inspected. If the source IP does NOT belong to a Real Server, the switch wll
use SIP as the key for the hash that designates the port at which that packet will
be L4-processed. Oherwise, if it did cone froma Real Server, the switch will use
the DIP as the hash key.

This way VMA will assure that a Load Bal anced stream of packets belonging to the
same TCP session will always be have SPr at the sane port as it had CPr. Plus it
al so assures a nore uniform distribution of the processing because it wll never
use the IP of the Real Servers, a small set of |IPs, that would consequently
determ ne much nore load in a few of the ports.

DAM - Caveat s

WebOS 8.0 and VMA enabled

Active-Active setups will not work with DAM enabled - One advantage of E-SPr
is that no matter which Alteon switch gets the packet on its way back to the
client in a High Availability setup (2 Alteon switches), SPr will work. If we
enable DAM the only way A-SPr will work is if the packet exits through the
sane switch it has entered.

Port Mapping can only be done using the PBT session table fornmat.

WebOS 8.0 and VMA disabled, WebOS 6.0 or 5.2
Al those with VMA enabl ed pl us:

Cannot have default gateway |oad bal anci ng because traffic could exit through
a different port than it entered the switch (if you have nore than one
entry/exit port).

FW.B and SLB cannot be done because A-SPr will happen at a different port than
CPr and hence will not be able to use the sanme Session Table
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DAM - Applications Operation

Direct Access to Real Servers

It is very commpn that custoners want to be able to monitor not only the operation
of the Virtual Service (VIP+VPORT) but al so each Real Service (R P+RPORT) so that if
one of the Real Services fail, they will know.

Using E-SPr, this cannot be done. You will need A-SPr.

The reason is that E-SPr cannot differentiate between the return packets
corresponding to those that canme to the VIP and suffered CPr from the packets that
cane directly to one of the R Ps. They have the sanme information (sip=Rl Px,
sport =RPORT), and hence will have RIP replaced by VIP on all packets. Wen the
return packet corresponding to the one sent to RIPx returns having source address
equals VIP, the TCP protocol on the client station will drop the packet.

Manaaement Station %
L i}

205.178.13.3

=

CIP - 182020& VIP = 205.178.13.2
Internet eeseeses g

205.178.13.4

205.178.13.5

VWen you enable DAM during A-SPr the switch will look at the dport of the return
packet and use that port nunmber to | ook on the Session Table. If the packet bel ongs
to the sane session (dip=ClP) the switch will replace the VIP and dport (using CPORT
and VSrl fromthe Session Table). If the switch does not find a match it will not do
SPr (letting it to followits nornal flow at L2 or L3).

Besi des nmonitoring Real Servers, one other exanple where direct access is needed is
when you nove your setup from round robin DNS to load balancing with a VIP (see

picture bellow). Local DNSs will still have the real server addresses for a while
and, if you don't enable DAM the clients that get the site address from those DNSs
will not be able to access the site until their cache is refreshed.

205178 1”3 R

205178 12 4

VIP =205 178 13 2

ﬂ;— | ocal Netwrk ———— Internet
Client / I

g ’ 208 178 13
Local DNS Server Upstream DNS Server
a.com = 205.178.13.3 a.com = 205.178.13.2 HTTP Servers for a com
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One Real Server serving multiple VIPs

A very conmmon situation is to configure servers with nore than one site if they
don’t have nuch traffic.

In the figure bellow, 3 sites, hence 3 virtual servers need to be supported by the 3

real servers avail abl e.
@
L k3

205.178.13.3

L

Client \

Internet

VIPs
205.178.13.2
DNS Server 205.178.14.2

a.com = 205.178.13.2 crErTenEn ; ®
b.com = 205.178.14.2
A AAm — 2NE 17Q 1E 9 205.178.13.5

Nor mal server |oad balancing will not allow this because, during SPr, the SMI is not
enough to deternmine which VIP it should translate back to. The key to SMI is
(RIP, RPORT), and this key should be unique to nap back to (VIP, VPORT). After
configuring 3 virtual servers, the SMI would have 3 entries with the sane key
(RIP, RPORT), one for each VIP. SPr would probably use the first it sees.

Support for this scenario is achieved by enabling DAM because DAMs CPr will store
the VSrl in the session table and A-SPr will replace RIP by VIP based on that field.

DAM - Concepts and Applications Guide CONFIDENTIAL 8



/

< A
%,Alteon ({2Systems

Intelligent Webworking

Content Intelligent Switching - Layer 7 Processing

Because when doing Content Intelligent Switching the decision to what real server to
send the traffic needs to be done based on a packet that will come after TCP' s
3-way handshake (usually the first HITP GET), the switch must do what is called
Del ayed Bi ndi ng.

Del ayed Binding requires that the switch establishes one TCP connection with the
client and, later, another with the chosen real server. Wen setting up the TCP
connection with the client the switch nust generate a sequence nunber of its own.
Then, when the switch establishes the TCP connection with the server, the server
will issue its own, different sequence numnber.

So, Delayed Binding, for its turn, requires that the switch adjusts the sequence
nunbers of the returning packets to the sequence nunbers negotiated between the
Alteon switch and the client machine during the 3-way handshake. The only way to do
this, is if CPr and SPr are done the sane port so they share the sane table (another
table is used specifically for this). The consequence is that again we need DAM or
PIP for their two characteristics: doing CPr and SPr on the sane port and doing
special CPr and A-SPr (now al so supporting sequence numnber adjustments).

The figure bellow shows Del ayed Bi ndi ng.

Client L7 Switch Real

*TCP 3-way handshake
*LB records sequence #
«Client sends 1 GET

LS}

*TCP 3-way handshake
*LB records sequence #
*Forwards the client’s
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Sealience # adinistment and connection
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DAM - Alternatives to,

If you decide that DAM is not an option there are a few alternatives. The
alternatives will depend on the application.

Alternatives to DAM for Direct Access to Real Servers

Define a second |P address for each real server and use this address for
external access. Actually, we recommend you set a private |IP address as a
secondary |IP to be used as the RIP and a public IP address as the prinary
(which will be used for outgoing TCP sessions, |ike SMIP or DNS needs).

Direct Server Return - DSR does not need SPr because it does a different type
of CPr (see details on WebOS Applications CGuide).

Port Mapping - For exanple, if you start a new instance of the web server at
port 81, all you have to do is to access the server using that port instead of

port 80. Because E-SPr will |look at (sip=R P, sport=80), traffic from sport=81
wi Il be ignored.

Enabl e L4 mmet/mmask - Traffic coming fromthat subnet will not go through for
SPr.

PIP - it also handles CPr and A-SPr in the same port

Alternatives to DAMfor “Miltiple Real Servers serving one VIP’

At the Real Server, set one |IP address per each VIP. As these IPs could be
private IPs, this should not be a problem Renenber, though that there is a
limt of 256 Real Servers per Alteon Switch (Tigon).

PIP - it also handles CPr and A-SPr in the sane port

Alternatives to DAM for Content Switching - L7 processing
PIP - it also handles CPr and A-SPr in the sane port

Al ternatives to DAM for Active-Active setups

PIP - Because PIP will force traffic to get back to the same switch (you wll
need 16 PI P addresses, but they could be private addresses)

DAM - Q & A

Q Is that true that enabling DAM cuts the number of session entries in half?

A. No. DAM can work with ABT, no problem It is enabling L7 processing that
requires PBT and DAM And PBT entries takes tw ce as nmuch space than ABT
entries, thus cutting in half the nunber of sessions supported by the swtch.

Q Wy PIPis an alternative to DAW?

A. As DAM PIP performspecial CPr and A-SPr and assure the use of the sanme port
because the packet will return fromthe server to the port because the DI P of
t he packet is the PIP.
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d ossary

A- SPr
clpP
CPr
CPORT

DPORT
DAM
DI P
E- SPr
PI P

RI P
RPORT

RSr |
SIP
SMT
SPr
SPORT
VI P
VPORT

VSr |
VIVA

Advanced Server Processing, uses only the Session Table
Client IP, the IP address of the client nachine that starts the request
Client Processing, replaces VIP->RI P

Client Port - The source port address on the TCP packet conming fromthe
client

Destination Port - The destination port address on the TCP packet

Direct Access Mode - you should know this by heart, right? :)
Destination IP, the IP address in the Destination field of the |IP packet
Express Server Processing, uses only the SMr

Proxy I P, actually the IP of a physical port of the switch. Al so a nethod of
CPr that replaces not only VIP by RIP but CIP to the IP of the port or PIP.
This forces traffic returning fromthe server to get back to the port that
did Cpr.

Real IP, the | P address of a Real Server

Real Port - The destination port address on the TCP packet exiting the
switch destined to the Real Server/RIP. Corresponds to the rport option of
virtual service for that VIP.

Real Server |ndex, the number of the Real Server (8 bits)

Source IP, the I P address in the Source field of the |IP packet

Servi ce Mapping Table, which maps the pair (R P, RPORT) to (VIP, VPORT)
Server Processing, replaces RIP->VIP. Two types: E-SPr and A-SPr
Source Port - The source port address on the TCP packet

Virtual IP, the IP address of a Virtual Server

Virtual Port - The destination port address on the TCP packet entering the
switch destined to the VIP. Corresponds to a virtual service for that VIP.

Virtual Server Index, the nunber of the Virtual Server (8 bits)

Virtual Matrix Architecture, a WbOS 8.0 feature that enabl es packets to be
processed not only at the ingress port but on any of the first 8 ports of
the switch (there is a hash algorithmto decide to which port the packet
will be sent).
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