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In this Issue

Multimedia capability is rapidly becoming a standard feature in today's work-
stations. In this issue we have nine articles that describe just such a work-
station, the HP 9000 Model 712. The Model 712 is an entry-level workstation with
high-performance features that make it an an excellent platform for multimedia
tools and applications. The article on page 6 provides an overview of the Model
712, showing how the system is based on three VLS| chips: a multimedia-en-
hanced PA-RISC processor, the PA 7100LC, a highly integrated I/0 chip, and a
high-performance graphics chip.

Flawless execution of a product’s development is not the only factor that en-
sures a products success. Defining the correct feature set and choosing the right design methodologies
are just as important as the schedule. The article on page 12 describes how the design team for the PA
7100LC processor used this philosophy to guide the design decisions they made in developing the CPU
chip, and the article on page 23 describes how these design decisions impacted the methodologies used
to create, verify, debug, and test the processor chip.

Low manufacturing cost was one of the main goals for the Model 712 workstation. The article on page 36
describes how the Model 712's I/0 subsystem was designed with with this goal in mind. The I/0 chip,
called LASI, which is an acronym for the two major pieces of functionality on the chip, LAN and SCSI,
integrates several I/0 functions on one chip. Both the LAN and SCSI designs were purchased from out-
side vendors and imported into the HP IC design process at the artwork and netlist levels respectively.

Besides performance and functionality, low manufacturing cost was also a primary goal for the graphics
chip described in the article on page 43. This was achieved by extracting as much performance and
functionality as possible from readily available technology and integrating components such as the color
lookup table and the frame buffer onto one chip. One of the features incorporated on the graphics chip
is a technology called HP Color Recovery, which is described in the article on page 51. Using a low-cost
8-bit frame buffer and HP Color Recovery, the graphics chip can display images that are in many cases
visually indistinguishable from those of a 24-bit frame buffer costing three times more.

The combination of software and hardware optimizations, including the implementation of a small set of
PA-RISC multimedia software instructions enable the video player in the HP MPower 2.0 product to play
back MPEG compressed video at real-time rates of up to 30 frames per second. As the article on page 60
explains, this is the firstimplementation in which real-time MPEG video decompression has been
achieved via software running on a general-purpose processor. The multimedia enhancements allow
four parallel operations per cycle by partitioning each of the 32-bit ALUs.

Integrating telephone capabilities on a workstation is a natural step in the evolution of the electronic
office. The HP TeleShare option card for the Model 712 workstation, which is described in the article on
page 69, represents HP's first telephony product. HP TeleShare provides two-line support, with each line
configurable for voice, fax, or data.

The product design for the Model 712, described in the article on page 75, shows how a design with no
fasteners and using environmentally friendly materials and low-cost parts can provide excellent manu-
facturability and customer ease of use.

The PA 7100LC processor and the LASI chip are also used in a series of low-end multiuser business serv-
ers, including the HP 3000 Series 800 Models E23, E35, E45, and E55 and the HP 3000 Series 908, 918, 928,
and 938. The article on page 79 gives an overview of the architecture of these products and the process
the development team went through to meet their time-to-market goals.
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In today’s giobal economy users must have seamless access to applications and data that might be
thousands of miles from from where they are located. The article on page 85 describes a tool called HP
Distributed Smalltalk, which provides an object-oriented envirenment for the rapid development and
deployment of multiuser, enterprise-wide distributed applications. Based on the object-oriented model,
HP Distributed Smalltalk contains the objects that enable developers to construct applications that pro-
vide such things as easy access to information across the enterprise, dynamic interaction with other
users on the network, insulation from differences in operating environments, interoperability, and code
reuse. The article on page 93 describes an application that was built with HP Distributed Smalitalk. The
application, HP Software Solution Broker, is a client-server system that gives HP's worldwide technical
consultants easy access to the latest HP and non-HP software products and tools for customer demon-
strations and prototyping.

Two papers in this issue are from the 1934 HP Design Technology Conference, a forum for the exchange
of ideas, best practices, and results among engineers involved in the development and application of
integrated circuit design technologies. » After trying techniques that did not provide enough information
to track down the root cause of a failure in the FPALU of the PA 7100LC processor, the design team de-
cided to use a methodology called voltage contrast imaging to find the problem. Voltage contrast imag-
ing (page 102) allows visual tracking of logical level problems to their source on operating circuits using
a scanning electran microscope. » In many IC design centers today design for testability (DFT) is not just
an abstract goal but a necessity. The article on page 107 describes how a design team faced with the
need to test over twenty new ASIC companents going into four different workstation and multiuser com-
puter models formed a DFT team to develop a common system-level DFT architecture so that subsystem
parts could be shared without affecting the manufacturing test flow.

C.L Leath
Associate Editor

Cover

An artistic rendition of the interconnection between the three main VLSI chips that make up the hard-
ware architecture for the HP 9000 Model 712 workstation. The die photos are for the PA 7100LC proces-
sor (top), the graphics chip (lower left), and the LASI chip (lower right).

What’s Ahead

In the June issue we'll have ten articles on the design of the HP G1600A capillary electropharesis instru-
ment, a new liquid-phase sample separation system for analytical chemists. We'll also have articles on
COBOL SoftBench, a product that encapsulates COBOL in the SoftBench development environment, HP
Disk Array, a fault-tolerant mass storage solution for PC networks, and two more papers from the 1994
HP Design Technology Conference.
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A Low-Cost, High-Performance
PA-RISC Workstation with Built-In
Graphics, Multimedia, and Networking

Capabilities

Designing as a set the three VLS| components that provide the core
functions of CPU, 1/0, and graphics for the HP 9000 Model 712 waork-
station balanced performance and cost and simplified the interfaces
between components, allowing designers to create a system with high

performance at a low cost.

by Roger A. Pearson

Designing a workstation entails defining various functional
blocks to work together to provide a set of features at a de-
sired level of performance at the lowest possible cost. Often,
many parts of the design are leveraged from previous de-
signs, and only new functionality is designed from seratch.
This approach may save development costs, but could result
in a product that is more costly to build.

When one component of the system design has performance
that can't be taken advantage of, whether because of archi-
tecture limitations or other components’ performance limita-
tions, then the system design suffers by having to carry the
cost of that unused performance. By designing with the total
system in mind, so that all components of the design are
optimized to work together with no wasted performance,
cost can be minimized. The designers of the HP 9000 Series
700 Models 712/60 and 712/80 took this approach to offer a
high-performance combination of graphics, multimedia, and
networking capabilities at new low prices. The objectives of
the new design included:

Providing the high performance of a PA-RISC workstation at
the lowest possible cost

Improving the performance and capabilities of multimedia
functions through simple extensions to the instruction set
Enabling an extensive set of communication features
through low-cost option cards

Designing for high-volume manufacturing.

Instrumental in meeting these objectives was the decision to
design three new custom VLSI chips together, as a set, to
achieve new levels of price/performance for the core func-
tions of CPU, VO, and graphics.

Overview

Three new VLSI chips provide most of the functionality of the
Model 712 workstation. The PA T100LC CPU chip interfaces
directly to the cache and main memory. The LASI (LAN/
SCSI) chip does most of the core I/O needed for entry-level

6 April 1995 Hewlett-Packard Journal

workstations. The graphics subsystem consists of the graph-
ics chip and the frame buffer VRAMs. All three chips com-
municate through the GSC (general system connect) bus.
Fig. 1 shows a block diagram of the Model 712 system.

The Models 712/60 and 712/80 are very similar and differ
only in their cache sizes and cache speeds and in the main
system clock speeds.

The Processor

The compute power of the Model T12 system is provided by
the PA-RISC PA T100LC processor,1? which is packaged in a
432-pin ceramic PGA. The CPU design was optimized for the
Model 712 and includes the following features:

Superscalar CPU

1K-byte instruction buffer

Multimedia support

Cache control for up to 2M bytes of external cache

ECC (error correction coding) memory controller

The clock frequencies of the Model 712/60 and the Model
T12/80 are 60 MHz and 80 MHz respectively. The PA 7100LC
is described in more detail in the article on page 12.

Cache

The PA T100LC CPU uses an external cache. An external
cache allows system designers to change the size of the
cache easily to meet their performance and cost goals. Fur-
thermore, off-chip cache provides all the performance neces-
sary, without limiting the CPU frequency.

The external cache is 64K bytes on the Model 712/60 and
256K bytes on the Model 712/80 and is logically split into
equal halves for the instruction and data caches. Combining
the caches saved pins on the CPU. To further reduce costs,
industry-standard SRAMs (static RAMs) are used. Table |
shows the SRAMs used in the Model 712 systems.
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Table |
Static RAMS Used in the Model 712 Systems
Model Function Size Speed Quantity
T12/60 Tag 8K bytes 12 ns 1
Data 8K bytes 12 ns G
Data 8K x 9 bits 12 ns 2
712/80 Tag 32K bytes 10 ns |
Data 32K bytes 10 ns 6
Data 32K % 9 bits 10 ns 2

Main Memory

The main memory for the Model 712 systems has been engi-

neered to provide high performance with industry-standard

70-ns SIMMs (single inline memory modules). Currently sup-
ported SIMMs are available in 4M-, S8M-, 16M-, and 32M-byte

sizes. Four slots are available and must be filled in pairs for

a maximum of 128M bytes.

The Model 712's main memory design minimizes the average
cache miss penalty. The main memory controller returns
double words (eight bytes, since a word is four bytes) back
to the CPU. Each cache line is made up of four double
words. When there is a cache miss, the one double word of
the four in the cache line that was missed is referred to as
the eritical word. To minimize the miss penalty, the double
word containing the eritical word is sent back to the CPU
first, followed by the remaining three double words.

Bandwidth is maximized by using fast page mode when con:
secutive accesses reside on the same page. This is often the

Graphics
Chip

RGE

VRAM Array

1280 by 1024
Option VRAM
Array
Fig. 1. Block Diagram of the
HP 8000 Model 712 hardwart

case when large blocks of memory are accessed and is very
common in windowed graphics systems.

The General System Connect Bus
The general system connect, or GSC, is the local bus that
connects the three VLSI devices and the optional /O card.
The GSC bus is designed to provide maximum bandwidth
for memory-to-graphics transfers. The bus has 32-bit multi-
plexed address and data lines to minimize the number of
signals. Other features of the bus include:
Operation at half the CPU frequency (30 or 40 MHz)
Support for 1-, 2-, 4-, 8-, 16-, or 32-byte transactions
Central arbitration

‘arity generation and checking.

Normally, bus transactions are terminated by a turnaround
state that allows drivers to be turned off before the drivers
for the next fransaction are turned on. To improve graphics
performance, the bus supports back-to-back writes to the
same device without the turnaround state. This improves
throughput on transfers of large blocks of data from main
memory to graphics.

During fransfers from memory to /0, it is sometimes neces-
sary to lock the CP1I out of memory (e.g., when semaphores
are used). To facilitate this, the GSC bus provides a locking
mechanism, which prevents the CPU from accessing memory
(to service a cache miss, [or example),

Graphics

The graphics subsystem consists of a graphics chip and four
on-board VRAMs (video RAMs ), which provide a 1024-by-765-
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pixel frame buffer with a depth of eight planes at a refresh
rate of 72 Hz. An optional high-resolution VRAM board in-
creases resolution to 1280 by 1024 pixels.

The graphics chip was designed with the other system com-
ponents to provide high performance at a minimal cost. For
more information on the graphics chip, see reference 3 and
the article on page 43.

Built-in I/O
The Model 712 features a number of built-in I/O devices that
are intended to address the needs of the majority of users.

Support for these functions is provided largely by the LASI
/O VLSI chip. LASI is a highly integrated chip that provides
a significant reduction in system cost and increased reliabil-
ity. The chip is packaged in a 240-pin MQUAD package. The
LASI chip is described in more detail in the article on page
36 and in reference 4.

The following sections briefly describe the LASI chip's
built-in capabilities.

IEEE 802.3 LAN. LASI contains an Intel 82C596 megacell
which was ported to work with HP’s IC process. The LAN
transceiver, which was not practical to include on LASI, is
loaded on the printed circuit board. The transceiver inter-
faces to both the AUI (attachment unit interface) and Ether-
twist media.

SCSI. The Model 712 uses an 8-bit single-ended SCSI inter-
face for the optional internal hard drive and external periph-
erals. The SCSI-2 interface is implemented entirely within
LASI through a megacell that was designed by HP and NCR.
A netlist for the NCR 53C710 was imported into HP's design
environment. The design was then tuned to work in HP's IC
process.

By keeping the SCSI bus stub length to a minimum on the
printed circuit board and on the connection to the optional
internal drive, SCSI termination on the internal side is
greatly simplified. Short stub lengths allow the bus to be
terminated on the printed circuit board, whether the op-
tional internal drive is present or not. This saves cost by
obviating the need for special terminators which would
otherwise have to be enabled or disabled (manually or elec-
trically), depending on the presence or absence of the op-
tional internal drive.

Audio. 16-bit CD-gquality audio playback and record capability
is provided by the audio circuitry, which consists of a Crystal
Semiconductor CS4216 CODEC and supporting circuitry. The
LASI chip also includes the serial interface to the CS4216.
Headphone, microphone, and line-in connectors are located
on the rear panel. Standard sampling rates include 8, 44.1,
and 48 kHz.

Real-Time Clock. A real-time clock is designed into the LASI
chip. Battery backup keeps time while the workstation is
powered down.

PS/2. There are two PS/2 connectors on the rear panel that
allow connection to a low-cost industry-standard keyboard
and mouse. The PS/2 interface circuifry is integrated into
the LASI chip.

RS-232. An RS-232 interface has also been designed into the
LASI chip. The Model 712 buffers the signals with a MAXIM
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211 to provide an RS-232 serial port. LASI buffers inbound
and outbound data with 16-byte FIFOs, at baud rates from
50 to 454 kbits/s.

Parallel. The LASI chip also provides a parallel port conforming
to the Centronics industry standard.

Flexible Disk Support. A Western Digital WD37C65C flexible
disk controller interfaces LASI to an optional internal per-
sonal-computer-style flexible disk drive.

Flash EPROM. An 8-bit bus on the LASI chip is demultiplexed
by two 7T4CHT374 latches to provide the address and data
lines necessary to address the two 128K-byte flash EPROMs
that contain the boot firmware. The flash EPROMs are also
used to store configuration parameters, eliminating the need
for an EEPROM and its associated cost.

1/0 System Support. LASI provides a number of miscellaneous
I/O system support functions, including:

Clock generation. LASI derives all the necessary clocks re-
quired by the /O circuitry from the main system clock. It
does so by using simple divide-by-n counters and two digital
phase-locked loops.

System arbitration support. LASI arbitrates GSC bus re-
quests from the VO devices within LASI, as well as from the
CPU and optional expansion card.

Interrupt support. LASI also provides and manages external
interrupt capability for the various I/O devices.

Optional I/O

For those users who need functionality beyond that provided
by the built-in /O, the Model 712 includes two personality
slots that can be configured with a variety of other IO fune-
tions. The first of these slots is referred to as the expansion
slot and includes a connection to the GSC bus. The second
slot provides a connection to the serial audio stream, and
is intended for telephone functions. This slot is called the
telephony slot.

Expansion Cards. Expansion cards are optional cards that
connect directly to the GSC bus to provide a variety of other
/O functions.

Since LASI has a configurable address space and can be
configured as an arbitration slave, many of the expansion
cards rely on a second LASI chip to implement much of their
functionality.

The following optional expansion cards are provided for the
Model 712:

Second serial port. The second serial port card uses its own
LASI chip and support circuitry identical to that on the sys-
tem board to provide an additional RS-232 port.

Second LAN AUI and second serial interface. This card also
uses a LASI chip and circuitry similar to that on the system
board to add an additional IEEE 802.3 LAN with an attach-
ment unit interface (AUI) and a second RS-232 interface.
X.25 and second serial interface. A Motorola 68302 mulii-
protocol processor interfaced to the S-bit bus of a slave
LASI provides X.25 networking to a 25-pin X.21bis port for
speeds of 1.2 kbits/s to 19.2 kbits/s. The second R5-232 se-
rial interface is implemented in the same fashion as the
other cards.

Second display. A second display can be added to the sys-
tem with the second display card. This card duplicates the
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Mode! 712 System Board Optional Telephony Board

Headphone
Microphone In
Line In

graphics functionality that is already built into the system
board by replicating the graphics chip and its supporting
circuitry.

Token Ring/9000. The Token Ring/9000 card provides IEEE
802.5 LAN functionality through the use of a Texas Instru-
ments token ring controller chip and a custom ASIC that
provides the GSC interface. Unshielded and shielded
twisted pair connections are provided at data rates from 4
Mbits/s to 16 Mbits/s.

Second display and second LAN AUL/RS-232. This option
combines the features of the second graphics display and
the second LAN AUI/RS-232 options. Since the circuitry for
this option would not fit on a single expansion slot card,
some of the circuitry resides on a daughter card that is con-
nected to the expansion slot card. The daughter card gets
power and mechanical support through the telephony con-
nector, so when this option is installed, the telephony option
1S not available.

Telephony. The telephony card installs in the telephony slot
and provides two lines of telephone access. Each of the
lines can be configured to support voice, data modem, or fax
moden.

DRAM SIMMs

]

Phone

P Line o

St Phone
Access &

Lina 1

Arrangement

The system board’s headsef and microphone serve as the
human interface for voice telephony, and an interface chip
on the telephony card called XBAR links the system board’s
audio circuitry to the telephony functions (see Fig. 2).

This arrangement allows recording and playback during
telephone conversations. It also supports digital mixing of
microphone, line-in, telephone, and prerecorded audio.
Caller-ID decoding is supported, as are DTMF (dual-tone
multifrequency) encoding and decoding, and dual-line
conferencing.

The XBAR chip serves to route information between the
LASI /O chip, the audio CODEC, and the DSP blocks in a
variety of programmable ways. Data is transferred to and
from the system board through two serial data paths. Two
additional serial paths send and receive data to and from the
DSPs. Two 8-bit parallel ports are used by the DSPs during
the DSP boot process. XBAR has a few other funetions, in
cluding receiving incoming phone rings and controlling

phone line hook status.

Each DSP subsystem consists of an Analog Devices
ADSP2101 processor and 32K by 24 bits of external 20-ns

Fij.‘., 3. The Mot L1 Lem boara
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Fig. 4. The Model 712 system board construction,

SRAM for DSP programs and data. Each processor has two
serial ports, one for XBAR and the other for the Analog De-
vices AD28mps01 analog front end (phone CODEC). Each
phone CODEC connects to a standard two-wire telephone
line through a Silicon Systems Incorporated T3M9002 data
access arrangement, which provides the isolation circuitry
required by communications regulatory agencies.

The telephony card is described in more detail in the article
on page 69.

Printed Circuit Board Design

The Model 712 system contains a single printed circuit board
called the system board. FFig. 3 shows a photograph of the
system board. The system board supports all the functionality
of the Model 712 system except for the optional boards and
peripherals.

The system board is 10 layers deep, and has 0.005-inch
traces and spaces. It measures 11.4 inches by 5.6 inches and
uses double-sided surface mount technology.

The board construction shown in Fig. 4 was designed with
the printed circuit board vendor to ensure that the least
costly materials were chosen to obtain the necessary electri-
cal parameters. Although it is designed to exhibit specific
trace impedances, the blank printed circuit board is not a

Butier

MC1DE151
Oscillator CLK

0o

controlled-impedance design, which saves cost. The finished
board size is optimized to make the best use of standard
subpanel sizes used by the printed circuit board vendor.
Although the board does use (1.005-inch traces and spaces,
these minimum geometries are used only when necessary.
Whenever possible, less aggressive routing is used to help
with board yield and to keep down the cost of the board.

The design of the blank printed circuit board presented a
number of technical challenges and some cost-saving
opportunities.

Performance Challenges, The clock and cache layouts pre-
sented some very special challenges in designing the printed
circuit board.

Fig. 5 shows a simplified block diagram of the clock circuit
used in the Model T12. All ECL circuitry is powered from the
Vee supply, and all elock receivers in the VLSI are designed
to operate at these shifted ECL voltage levels. This saves the
cost of additional supply voltages and level translators. The
master clock is first buffered, and multiple copies are routed
to the receiving VLSIL This way, the delay to each device can
be independently controlled o minimize clock skew and
maximize system performance. Clocks are all routed on
inner layers, where propagation delay is better controlled
because of the trace’s stripline nature. The clocks are driven
as differential pairs and are routed to each other to mini-
mize differential noise generation and susceptibility. The
clock circuitry also features an interesting termination
scheme. This pi-termination network is designed to approxi-
mate the same load as other more traditional termination
schemes. However, it has the advantage of using zero supply
current and fewer parts.

Fig. 6 shows a conceptual representation of how the cache
is routed. The cache line is routed to minimize cache ad-
dress drive delay. This arrangement also cuts down on the
number of vias and maintains an unbroken ground plane.
Address lines are routed from the CPU to the first via split
on inner layers, where the impedance is close to half that of
the outer layers. This is to better match the impedance of
the traces on the two outer layers, which are essentially in
parallel.

EMC and EMI Control. In addition to more traditional methods
of EMC and EMI control, the Model T12 system board uses
features built into the blank printed circuit board to mimic

Receiving VLSI

00

and Termination

To Other VLSI
} Netwaorks
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Fig. 5. The clock cireuit used in
the Model 712 system.
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Fig. 6. A conceptual representation of the cache layout in the Model
the functionality of equivalent discrete designs. However,
since they are built into the printed circuit board their
benefits are essentially free.

Small spark gaps are placed near many of the connectors to
help control ESD. These spark gaps are simply very small
trace segments separated at minimum geometries to provide
a shunt path for ESD energy from signal to ground.

To control RFI, the printed circuit board makes use of a
number of buried capacitors. Buried capacitors are essen-
tially small capacitors whose plates are all or part of the
printed circuit board’s signal or ground layers. The dielectric
material of the printed circuit board serves to separate the
plates of the capacitors. Each power plane is effectively
bypassed to ground by placing a ground plane in close prox-
imity fo it. Furthermore, some signals are also bypassed to
ground with small buried capacitors to shunt unwanted RFI
energy to ground.

Conclusion

By taking the approach of designing from the ground up, the
Model 712 hardware designers have optimized each part of
the design to work together to provide outstanding perfor-
mance at very low cost. Designing the VLSI components as a
set balanced performance and cost and also simplified the
interfaces between the devices. By building in the features
wanted by most customers and making less common features
available only on low-cost option boards, the system cost is
minimized for most customers.

The Model 712 system performance is summarized in Table

IL

Table Il
Model 712 Performance
Specification 712/60 712/80
SPECint92 58.1 54.5
SPEC{p92 85.5 122.3
MFLOPS(DP) 12.8 30.6
73.8
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The PA 7100LC Microprocessor:
A Case Study of IC Design Decisions
in a Competitive Environment

Engineering design decisions made during the early stages of a product's
development have a critical impact on the product’s cost, time to market,

reliability, performance, and success.

by Mick Bass, Patrick Knebel, David W. Quint, and William L. Walker

In today’s competitive microprocessor market, successful
design teams realize that flawless execution of product de-
velopment and delivery is not enough to ensure that a prod-
uct will suceeed. They understand that defining the correct
feature set for a product and ereating design methodologies
appropriate to implement and verify that feature set are just
as important as meeting the product schedule.

The design decisions that engineers and managers make
while defining a new produet have a critical impact on the
product’s cost, time to market, reliability, performance, future
market demand, and ultimate success or failure. Engineers
and managers must make trade-offs based on these factors
to decide which features they should implement in a new
product and which they should not. Further, they must plan
their product development effort so that the methodologies
by which they develop their product are sufficient to ensure
that they are able to implement the product definition within
the required cost, schedule, and performance constraints,

PA 7100LC Processor

Design choices arose frequently while we were defining and
implementing the PA 7100LC microprocessor.! We were tar-
geting the PA 7T100LC to be the processing engine of a new
line of low-cost, functionally rich workstation and server
products. Our design goals for the CPU were to provide the
system performance required for our target market at an
aggressively low system cost and to deliver the CPU on a
schedule that would not delay what was to become HP’s
steepest computer system production ramp to date. Fig. 1
shows a simplified block diagram of the PA 7100LC
Processor.

To meet these goals required that we sometimes had to shift
our focus from the CPU to the impact of a particular feature
upon performance and cost at the system level. Hewlett-
Packard’s position as a vendor of both microprocessors and
computer systems allowed us to use this technique with
much success.23 Even with this focus, however, the correct
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I-'ig. 1. A simplified block diagram
of the PA T100LC Processor
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decision could be far from obvious. We often identified sev-
eral alternative implementations of a particular feature,
each with its own impact on cost, schedule, and perfor-
mance. Trading these impacts against one another proved
very challenging. Design decisions also impacted each other,
with the outcome of one serving as a critical input to others.
The effect of a decision, for this reason, was sometimes
much larger than would have appeared at first glance. Some-
times decisions created additional requirements, either for
new features or for new support methodologies. All of these
factors played together to underscore the fact that it was
critical to our product’s success to have a decision process
that worked well.

We knew that a good definition of the PA 7T100LC would
require that we make feature decisions in several areas,
including:

Cache organization

Number of execution units and superscalar design
Pipeline organization

Floating-point functionality

Package technology

Degree of integration

Multimedia enhancements.

We also knew that we needed to select development meth-
odologies consistent with the feature decisions that we
made. Produet features and required design methodologies
are often strongly connected. We couldn’t consider the bene-
fits of one without the costs of the other, and vice versa.
Methodologies that were impacted by our feature-set deci-
sions included:

Synthesis

Place and route

Behavioral simulation

Presilicon functional verification

Postsilicon functional and electrical verification
Produetion test.

These methodologies are discussed in the article on page 23,

The cumulative effects of our decisions led to the ereation of
a low-cost, single-chip processor core that includes a built-in
memory controller, a combined, variable-size off-chip pri-
mary instruction and data cache, a 1K-byte on-chip instruc-
tion buffer, and a superscalar execution unit with two integer
units and one floating-point unit. We reduced the size and
performance of the floating-point unit, which we had lever-
aged from the PA 7100 processor.*” We added Ipypy, sample-
on-the-fly, and debug modes to enhance testability, reduce
test cost, and accelerate the postsilicon schedule. We tai-
lored the methodologies by which we created the chip to
match the features that we had decided upon.

This article provides examples of our decision-making pro-
cess by exploring the decisions that we made for several of
the features listed above, In each case, we present the alter-
natives that we considered, the costs and benefits of each,
and the impact on other features and methodologies. We
discuss our decision criteria. Since we strive to continually
improve our ability to make good design decisions, we also
present, wherever possible, a bit of hindsight about the pro-
cess. In most cases, we still believe that we selected the

correct alternative. However, if this is not the case, we dis-
cuss what we have learned and the modifications we made
to our process to incorporate this new knowledge.

The Design Decision Process

Most design decisions ultimately come down to trade-offs
between cost. schedule, and performance. Unfortunately, it
is often difficult to determine the true cost, schedule, or
performance for the wide variety of implementations that
are possible. And since these three factors most often play
against each other, it is necessary to make sacrifices in one
or two of the areas to make gains in the others.

The cost of a processor core is determined by the cost of
silicon die, packaging, wafer testing, and external SRAM and
DRAM. Breaking this down, we find that cost of a die is de-
termined by the initial wafer cost and the defect density of
the IC process being used. Wafers are more expensive for
more advanced processes because of higher equipment,
development, and processing cosis. The die packaging cosis
are determined primarily by package type and pin count.
Large-pinout packages can be very expensive. An often ig-
nored cost is the tester time required to determine that a
manufactured part is functional. Reducing the time needed
for wafer and package testing directly reduces costs. Finally,
SRAM and DRAM costs are determined by the number, size,
and speed of the paris needed to complete the design.

The schedule of a project is determined by the complexity of
the design and the ability to leverage previous work. Each
design feature requires certain time investments and has
associated risks. Time is required for preliminary feasibility
investigations, design of control algorithms, implementation
of circuits, and presilicon and postsilicon verification.
Schedule risks include underestimation of time requirements
because of unexpected complexity and the extra chip turns
required to fix posisilicon bugs associated with complex
design features,

Performance is conceptually simple, but because of the in-
tricacy of processor design it is often difficult to measure
without actual prototypes. HP has invested heavily in perfor-
mance simulation and analysis of its designs. Results from
HP's system performance lab were invaluable in making
many of the design decisions for the PA T100LC. By support-
ing a detailed simulation model of each processor developed
by HP, the system performance lab is able to provide quick
feedback about proposed changes. HP also uses these mod-
els after silicon is received to help software developers (es-
pecially for compilers and operating systems) determine
bottlenecks that limit their performance.

Engineers at the system performance lab design their proces-
sor simulators in an object-oriented language to allow easy
leverage between implementations. All processor features
that affect performance are modeled accurately by close
teamwork between the performance modeling groups and
the hardware design groups. As the hardware group consid-
ers a change to a design, the change is made in the simula-
tor, and simulations are done to allow simple comparisons
that differ by only a single factor. This is continued in an
iterative fashion until all design decisions have been made,
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Fig. 2. (a) 432-pin ceramic pin grid array (432-CPGA). (b) A 240-pin MQUALD and (¢) a 304-pin MQUAD

* The CPGA package is manufactured by Kyocera Inc. and the MQUAD

after which we are left with a simulator that matches the
hardware to be built.

Without performance simulations, it would be very difficult
to estimate performance for a proposed implementation.
Jven something as simple as a change in operating frequency
has effects that are difficult to estimate because of the inter-
actions between fixed memory access times and processor
features. As processor frequency increases, memory latencies
increase, but this increased latency is sometimes (but not
always) hidden by features such as stall-on-use. Stall-on-use
allows the processor to continue execution in the presence
of cache misses as long as the data is not needed for an op-
eration. These interactions make accurate hand calculations
mmpossible, creating a need to use simulations for comparing
many different implementation options.

The performance simulations are based on SPEC and TPC
benchmarks. While these benchmarks are useful for gather-
ing performance numbers and making comparisons, they do
not tell the whole story. Many applications are not repre-
sented by the henchmarks, including graphics, multimedia,
critical hand-coded operating system routines, and so on.
When evaluating features related to these applications, we
work directly with people in those areas fo analyze the im-
pact of any decisions. Often this involves analyzing by hand
critical sections of the code (e.g., tight loops) to evaluate
the overall performance gain associated with a feature. For
the PA TI00LC, this was especially true for the multimedia
features.

The ability to quantify the impact of proposed features on
cost, schedule, and performance was paramount to our
ability to make sound design decisions.

Integration

The first design decisions that we made were related to the
high-level question “How highly integrated should we make
the chip?” This led to the questions: Should we include an
on-chip cache or not? If so, how large should it be? If we
have an off-chip cache, how should we structure it? How
should the CPU connect to memory and [/O? Should the
memory controller be integrated or not?

14 April 1995 Hewlett-Packard Journal

ackages are manufactured by Olin Int

The primary question was whether the CPU, cache, and
memory system should live on a single die in a single pack-
age, or whether we should partition this functionality onto
two or more chips.

The trade-offs involved in this decision were numerous. Die
cost would inerease for a multichip solution. Package cost
would vary with the partitioning that we chose, as would
package type and maximum pin count. Required signal-to-
ground ratios would vary with package type, which would
either limit the signal count or require more pins (at a higher
cost). Performance, design complexity, and schedule risk
would be greatly impacted by the partitioning decision.

To sort out these trade-offs, we started with a packaging
investigation that quantified cost, performance, and risk for
different packaging alternatives. This investigation yielded a
preferred package: a 432-pin ceramic pin grid array see (Fig.
2a). This package, with its large signal count, could accom-
modate the extra interfaces required to include a memory
controller, an I/O controller, and an external cache control-
ler.

The memory controller and cache investigations were
tightly coupled. Performance simulations always included
features from both subsystems because small changes in the
behavior of one subsystem could drastically alfect the per-
formance of the other. In the end we realized that the perfor-
mance gains brought by an integrated memory controller
enabled smaller, cheaper caches without sacrificing overall
performance. This realization drove the development of the
cache subsystem.

Package Selection and CPU Partitioning. We targeted the 1C
package design with the ohjective of minimizing system cost
with little compromise in performance. The customary pack-
age [or CPU chips is either a quad flat pack (QFP) or a pin
grid array. The QFP is a plastic, low-profile package with
gull-wing connections on four sides. The QFP is inexpensive
and easy to mount on a printed circuit board and has gained
acceptance rapidly for surface mounting to printed cireuit
boards. It has the disadvantage that the number of pins is
limited. Pin counts above 200 are fragile and difficult to keep
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coplanar for surface mounting. The package also has very
limited ability to dissipate heat because the chip is encased
in plastic. A recent improvement to this package sandwiches
the chip between two pieces of aluminum, which can dissi-
pate up to four watts of heat (ten waits with a heat sink). It
was this metal quad, or MQUAD, that became a candidate
for a low-cost package for our high-performance CPU. HP's
package of choice for previous CPUs has been the ceramic
pin grid array, a complex brick of aluminum oxide and tung-
sten built in layers and fired at 2000°C. The PGA used for
the PA 7100 proeessor (the basis for the PA 7T100LC) was a
504-pin design that incorporated the following advanced
features:

A tungsten-copper heat-conducting slug for superior thermal
conductivity to the heat sink

Ceramic chip capacitors mounted on the package for power
bypassing

Thin dielectric layers that minimized power supply
inductance

Use of 0.004-in vias internally (most are 0.008-inch).

This package performed its thermal and electrical duties
very well, but its cost had always been an issue.

Our strategy to develop a low-cost CPU coupled chip parti-
tioning options with the packaging options of using either
two low-cost MQUAD packages or placing a single large chip
in a PGA. The two-chip CPU could be placed in one 240-pin
and one 304-pin MQUAD (see Figs. 2b and 2¢). The other
alternative was to place a larger integrated chip in a single
432-pin PGA (see Fig. 2a). The first cost estimate assumed
that the PGA would be priced similarly fo the 504-pin pack-
age. The total cost of both MQUAD chips was initially
thought to be about 75% less than the PGA estimate. This
would seem to indicate that the MQUAD would be the defi-
nite candidate to meet our low-cost goals. However, that
perception changed as our investigation continued.

We didn't expect the MQUAD's electrical performance fo
match that of the PGA because the MQUAD we were consid-
ering had only one layer of signals and no ground planes.
Ground planes can be used to shield signal traces from each
other and reduce inductances of signals and power supplies.
The PGA could incorporate several ground planes if neces-
sary. On the other hand, the MQUAD package can only ap-
proach the shielding effect of the ground planes by making
every other lead a ground, which severely limits the number
of usable signals. Gaining a lower package price by using the
MQUAD would require redesigning the /O drivers specifi-
cally to reduce rise times and thereby control crosstalk and
power supply noise.

The PA T100 PGA's electrical performance exceeded the
needs of this chip, so the strategy shifted to trading away
excess performance to gain lower cost. The number of
power and ground planes was reduced to two. The design
was also modified to optimize performance without using
package-mounted bypasses or thin dielectric layers. The
PGA design was reduced to four internal metal layers with
no bypassing, no thin dielectric layers, and no 0.004-in vias,
all of which reduced cost compared to the 504-pin PGA men-
tioned above.

The power dissipation of the chips would also have been an
issue for the MQUADs. Heat sinking to further improve the

© Copr. 1949-1998 Hewlett-Packard Co.

thermal resistance of the packages might have been re-
quired. CPU designs are often upgraded to higher clock
speeds after first release, so if package heat dissipation is
marginal, upgrade capability is jeopardized. (Typically.
power dissipation is proportional to operating frequency.)
The 504-pin PGA had already been used to dissipate 25
watts, which left an opportunity for cosi-saving modifica-
tions. With the thermal margin in mind, two design changes
were investigated, one to use a lower-cost copper-Kovar-
copper laminate heat spreader, and the other to eliminate
the heat spreader entirely. The first option was dismissed
because of failures found during a low-temperature storage
test. (The laminate heat spreader detached from the ceramic
body because of a disparity in thermal expansion rates.) The
second option was also dismissed when the thermal resis-
tance of the ceramic carrier was found to be too high.

The time schedule for the completion of reliability testing
and manufacturing feasibility studies had to be considered
when evaluating the two technologies. The PGA was a ma-
ture technology with considerable experience behind it, and
the time schedule and results of the testing could be deter-
mined with some certainty. The MQUAD was a new technol-
ogy by contrast. The design was solid, but had several new
features that were untested in terms of long-term reliability.
Despite the strong desire to exploit new technology, the
schedule risk was a significant factor.

By the time the partitioning decision was to be made, the
PGA cost had shrunk to almost half of its original cost, the
304-pin MQUAD was presenting schedule risks, and both
MQUADs had marginal power dissipation. Possibly most
important, the PGA provided a robust solution with thermal
and electrical margins. The cost difference was still signifi-
cant, but the PGA provided a flexibility to the chip designers
that offset its disadvantages. Thus, the PGA package was
chosen for the PA T100LC.

Memory Controller Destiny. Whether or not to integrate the
memory and IO controllers onto the CPU die was one of the
most direction-forming decisions that we made. To decide
correctly, we had to consider the effects of integration on
factors such as multiprocessor capability, system complexity,
memory and O controller design complexity, die cost, mem-
ory system performance, and memory system flexibility.

Traditional multiprocessor systems have a single main mem-
ory controller and /O controller (see Figs. 3a and 3b). These
controllers maintain connections to the multiple processors.
Systems organized in this way separate the memory and /0
controllers from the CPU. This organization allows users to
upgrade entry-level systems to inelude multiple processors
at the expense of reducing the memory and I/O performance
of uniprocessor systems and adding significant complexity
to both the memory and cache controllers.

Our design goals focused on maximizing uniprocessor per-
formance. HP was already shipping deskiop multiprocessor
systems built around the PA 7100 microprocessor at the
time we were making these decisions. The market segment
that we were targeting for the PA T100LC demanded peak
uniprocessor performance at a low system cost. Since our
target market didn't require multiprocessing as a system
option, we directed our efforts toward the benefits that we
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Fig. 3. (a),(b) Multiprocessor architectures in which the memory
and /0 controller are separate from the CPUs. (¢} A uniprocessor
system in which the memory and VO controller are integrated into
the CPU chip.

could bring fo a system through a focused uniprocessor de-
sign.

Integrating the memory and /O controller with the CPU in a
uniprocessor system (Fig. 3¢) can have a dramatic effect on
reducing cache miss penalties by decreasing the number of
chip boundaries that the missing dafa must cross and by
allowing the memory and /O controller early access to im-
portant CPU internal signals. Miss processing on the memory
interface can effectively begin in parallel with miss detection
in the cache controller. An integrated memory controller can
even use techniques such as speculative address issue to
begin processing cache misses before the cache controller
detects a cache miss.

The reductions in CPI (eycles per instruction) that we could
achieve by integrating the memory controller allowed us the
degrees of freedom that we needed to explore certain cache
architectures in greater detail. Some of these architectures
are described in the next section.
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System complexity is reduced with an integrated memory and
/0 controller. The 432-pin CPGA that we were considering
for an integrated design had sufficient signal headroom to
enable separate, dedicated memory and /O connections. A
two-chip approach, using the lower-cost MQUAD packages,
would be forced to share pins between the memory and /O
connections to accommodate the low signal count of the
MQUAD package, which would increase system complexity.

An integrated memory and /O controller also simplifies the
interface to the CPU. Since this interface connects two enti-
ties on the same die, signal count on the interface became
much less important, which allowed us to simplify the
interface design considerably.

On the down side, integrating a memory and YO controller
required enough flexibility in its design to satisfy the broad
range of system customers that our chip would encounter.
However, this requirement also exists for a nonintegrated
solution. Historically, system partners have not redesigned
memory controllers that the CPLU team has provided as part
of a CPU chipset. HP's advantage of providing both proces-
sors and systems has allowed us to work closely with sys-
tem designers and enabled us to meet their needs in both
integrated and nonintegrated chipsets.

In summary, integrating the memory and /O controller onto
the CPU ecore introduced a gain in performance, a reduction
m complexity and schedule risk, and several possibilities for
reduced cost in the cache subsystem. These were the com-
pelling reasons to move the memory controller onto the
CPU die and continue exploring cache alternatives and opti-
mizing memory system performance.

Cache Organization. One of the distinguishing characteristics
of HP PA-RISC designs over the past several implementa-
tions has been the absence of on-chip caches in favor of
large. external caches. While competitors have dedicated
large portions of their silicon die to on-chip RAMs, HP has
continued to invest in aggressive circuit design techniques
and higher pin count packages that allow their processors to
use industry-standard SRAMs, while fetching instructions
and data every cycle at processor frequencies of 100 MHz
and above. This has allowed our system partners to take a
single processor chip and design products meeting a wide
range of price and performance points for markets ranging
from the low-cost desktop machines to high-performance
servers. For example, the PA 7100 chip has been used in
systems with cache sizes ranging from 128K bytes to 2M
bytes and processor frequencies ranging from 33 MHz to 100
Mllz.

The main design goals for the PA T100LC were low cost and
high performance. Unfortunately, high-performance systems
use large, fast, expensive caches. Obviously, trade-offs had
to be made. As with previous implementations, the design-
ers started with a clean slate and considered various cache
options, including on-chip cache only, on-chip cache with an
optional second-level cache, split instruction and data off-
chip caches, and combined off-chip caches (see Fig. 4). Ulti-
mately, the cache design was closely linked to the memory
controller design because of the large effect of memory
latency on cache miss penalties.
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Fig. 4. Different cache organizations. (a) On-chip cache. (b) Un-
chip cache with an optional second-level cache. (o) Split instruction
and data off-chip caches, (d) Combined off-chip caches.

On-chip caches have the obvious advantage that they can
allow single-cycle loads and stores at higher chip frequencies
than are possible with many off-chip cache designs. They
also allow designers to build split and associative cache
arrays which would be prohibitive for off-chip designs be-
cause of the large number of I/0O pins required. Unforiu-
nately, in current technologies on-chip caches tend to be
fairly small (8K bytes to 32K bytes) and even with two-to-
four-way associativity, they have higher miss rates than
larger (64K bytes to 256K bytes) direct-mapped, off-chip
caches, Also, on-chip caches require a substantial amount of
chip area, which translates to higher costs, especially for
chips using leading-edge technology with high defect densi-
ties. This extra chip area also represents lost opportunity
cost for other features that could be included in that area.
Examples include an on-chip memory and I/O controller,
graphics controller, more integer execution units, multi-
media special function units, higher-performance floating-
point circuits, and so on.

Another drawback of on-chip eaches is their lack of scalabil-
ity; providing multiple cache sizes requires fabricating mulfi-
ple parts. To overcome this limitation designers can allow
for optional off-chip caches. The off-chip caches can range
in size and speed and can provide flexibility for system de-
signers looking to meet different price/performance choices.
Low-end systems need not include the off-chip cache and
can be built for a lower cost. High-end systems can get a
performance boost by paying the extra cost to add a second-
ary off-chip cache. For most systems, the cost for this flexi-
bility is added pin count to allow for communication with

the off-chip caches. Other systems might be able to multi-
plex the cache lines onto some already existing buses such
as the memory bus.

For the PA TI100LC, we determined that a primary on-chip
cache would cost too much in terms of more expensive
technologies, increased die size, and the lost opportunity of
puiting more functionality on the chip. Without a primary
on-chip cache, we were able to design a processor with two

integer units, a full floating-point unit including a divide and

square root unit, and a memory and IO controller. We
achieved this functionality using only 905,000 FETs in 0.8
micrometer (CMOS26) technology on a die measuring 1.4
cm by 1.4 em (see Fig. 5). CMOS26 is a mature HP process
that has been used for several processor generations. As a
result, it has a low defect density and thus, a low cost. A
processor with an on-chip cache would have required a
more advanced technology having higher wafer costs and
defect densities. Of course, without an on-chip cache, we
were challenged to design a low-cost off-chip cache that
allowed accesses at the processor frequency.

HP's previous implementations of PA-RISC were built with
independent instruction and data eaches made up of industry-
standard SRAMs (see Fig. 4c). It would have been easy to
leverage the independent direct-mapped instruction and
data cache design from the PA 7100, but we were deter-
mined to find a less expensive solution. Independent cache
banks require a high pin count on the processor chip be-
cause each bank requires 64 data pins and about 24 pins for
tag, flags, and parity. Thus, combining instructions and data
into a single set of cache RAMs (Fig. 3d) saves about 88 pins
on the processor chip. These extra pins directly affect pack-
aging costs. Also, providing split caches requires using more
SRAM parts in a given technology. Systems based on the PA
T100LC with a combined cache require only 12 SRAM parts
using x8* technology. By leveraging the aggressive /0 de-
sign from previous implementations, the PA T100LC can
access 12-ns SRAM parts every cycle when operating at fre-
quencies up to 66 MHz, Since 8K x 8, 12-ns SRAMs are com-
modities in today's market, the cost of a 64K-byte cache sub-
system lor a 60-MHz PA T100LC is comparable to the price
we would have paid for a much smaller on-chip cache.

Combined instruction and data caches have one large draw-
back. Since the PA T100LC processor can consume instruc-
tions as fast as the cache can deliver them, there is little or
no cache bandwidth left to satisfy load and store operations.
To solve this problem, we needed to implement some type of
instruction buffer on the processor chip. A large instruction
buffer would have all the drawbacks of the on-chip cache
design discussed above, so we were determined to find a
way to achieve the desired performance with a small buffer.
We knew we would need a mechanism to prefetch instrue-
tions from the off-chip combined cache into the dedicated
on-chip buffer during idle cache cycles. Thus, we started
with a standard direct-mapped 2K-byte buffer and simulated
various prefeteh and miss algorithms. As expected, we
found that performance was extremely sensifive to the
buffer miss penalty, which ranges from zero to two states

* RAM sizes are quoted in depth by

64K «H is B

width [i.e i deep by 8 bits wide)
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*12. Cache Control

*Control Blocks

for a two-word cache line, depending on branches and pre-
fetches. We designed the prefetch machine to use virtually
every idle cache cycle and tried to get early access to the
off-chip cache on branches. Some branches can be treated
like loads or stores and be given access to the off-chip cache
even before they have access to the on-chip eache. Using a
small buffer with a good prefetch algorithm we were able to
greatly mitigate the penalty associated with having a single
bus to the off-chip cache. Of course, if cost had not been
such an important factor, we still would have implemented
split off-chip caches to get the extra performance and to
reduce complexity.

After settling on prefetch and miss algorithms, we simulated
various buffer sizes. associativity, and line sizes to determine
the optimal configurations. We found that associativity in-
creased performance by less than 1% while increasing area
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24. Cache Address 1/0 Drivers

taing 905,000 FETs in 0.8-microm-
eter (HP CMOS26) technology

and complexity. We also found that if we decreased the
buffer from 2K bytes to 1K bytes and used the resulting area
savings to increase the TLB (translation lookaside buffer)
size from 48 to 64 entries, we could gain about 1% perfor-
mance improvement without any added complexity or area.
Thus, we chose a 1K-byte direct-mapped instruction buffer
and a 64-entry TLB. We also simulated other buffer options
requiring less chip area, including a split buffer design with
a 128-byte branch target buffer and a 256-byte prefetch
buffer. We had hoped that the prefetch buffer could keep up
with the instruction demand for sequential code while the
branch target buffer supplied instruction targets for
branches. Unfortunately, such a small branch target buffer
could not hold most of the recenily taken branch targets and
the performance was 2 to 5 percent less than the 1K-byte
buffer.
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Given the cost constiraints, designing the off-chip cache was
still fairly straighiforward. As explained above, we wanted to
have a single cache structure to hold both instructions and
data. We had the choice of designing a unified cache that
allows instructions and data to reside anywhere in the cache,
or a logically split cache that divides the structure into dis-
tinct halves by using an address bit to distinguish between
instructions and data. Unified caches have the advantage
that they dynamically allocate more or less of the cache to
instructions or data as appropriate for the application. This
feature gives them slightly less than a 1% advantage for most
benchmarks. Unforiunately, applications have a greater prob-
ability of thrashing a unified cache by accessing the same
cache index for both instructions and data. Because of the
potential thrashing problem and to make control algorithms
easier, we chose to implement the logically split cache.

Besides the combined cache structure, another interesting
difference between the PA T100 and PA T100LC cache de-
signs is the different DRAM configurations. The PA T100LC
is designed to access one double word (eight bytes) per
DRAM access to allow smaller systems to be huilt with only
nine eight-bit-wide parts, whereas most PA 7100 systems
access two double words per DRAM access and require at
least eighteen eight-bit-wide parts. The implication of this is
that PA 7100-based systems can buffer the DRAM data and
refurn a double word every two cycles, which matches the
two-cycle write time required to copyin to the cache. PA
T100LC-based systems, on the other hand, are DRAM-limited
and can return a double word only every three cycles. Thus,
on a line copyin from memory, a PA 7100 will lock the cache
for eight eycles (4 double words x 2 cycles/double word).
Had the PA T100LC leveraged the PA T100’s control algo-
rithms, it would have locked the cache for 12 eycles ( 4
double words x 3 cycles/double word) for every cache miss.
We found that by changing the control algorithms and open-
ing one-cycle windows to the cache during copyins, we could
allow loads, stores, misses, or prefetches to occur and we
gained over 10% in overall performance on most bench-
marks, This large increase indicates how seemingly small
changes between processors can have dramatic effects,

Performance

Our decision to integrate the memory controller onto the
CPU die required that we carefully consider other perfor-
mance features in that light. Features generally take up
silicon area, and at our target 14 x 14 mm?, chip area was at
a premium. We needed to ensure that our design would con-
tinue to fit into our target die size. We also needed to mini-
mize the active area on the die to reduce the cost of the pro-
Cessor.

These considerations led us to search for simple means to
free area on the die that had little impact on performance.

Floating-Point Unit. The floating-point performance of the PA
7100 was so strong that we had the option of trading some
of it away to reduce cost for the PA 7100LC. About 25 mm?
of the PA 7100 die area was devoted to the floating-point
data path. Performance simulations indicated that if we
copied it unchanged into the PA T100LC it would achieve a
performance of at least 130 for SPECIp92 at 80 MHz.

We considered several schemes for scaling back the floating-
point unit. One idea was to delete the divide and square-root
block. Divides and square roots would be implemented in
hardware by iterating through the multiplier with a Newton-
Raphson® or Goldschmidt” algorithm. The performance loss
for this change would be negligible, and we would save 1.5
mim®. However. it would have introduced a significant amount
of new complexity to the multiplier and the area saved was
not that great considering the excellent compaciness of the
existing divide and square-root block. We decided that the
area saved was not worth the schedule risk, so we kept the
divider. Complexity is very difficult to quantify, but as a proj-
ect moves through its development cycles, an earlier decision
to simplify something is almost always remembered with a
feeling of great relief. This decision was no exception.

Another proposal for reducing area was to fold the multi-
plier array. Multiplication on the PA 7100 is performed in
four phases (two cloek cycles). The partial products are
summed during the middle two phases by a tree of dynamic
carry-save adders (see Fig. 6a). If we used a smaller tree of
carry-save adders, single-precision multiplies, with their
24-bit mantissas, could still be evaluated in one pass, but
double-precision multiplies, with their 53-bit mantissas,
would go through the tree twice (Fig. 6b). We found that
folding the multiplier array for the PA 7T100LC would save
about 3 mm?, but increased the overall double-precision
multiply latency from two cycles to three cycles.

Low-level graphics software can be sensitive to floating-
point latencies, so we consulted our pariners in the graphics
software lab. They determined that folding the multiplier
array would be acceptable for the HP 9000 Model T12 work-
station because the relevant software used mostly single-
precision math, We simulated the effect of the higher la-
tency on some of the SPECIp benchmarks. The geometric
mean of the benchmarks lost less than 7% performance, but
the losses for individual benchmarks varied widely, from 1%
to 13%. We had some concern about the variance because
large customers frequently use their own benchmarks, some
of which are bound to be sensitive to double-precision mul-
tiply performance. But even 13% was judged to be an accept-
able trade-off for the area involved, so we decided to fold
the multiplier.

By the end of the project we found that 3 mm# was not
nearly as valuable as we first thought it would be. However,
the area saved by folding the multiplier was removed from a
critical chip dimension shared with the new memory and /O
controller, so the decision to fold the multiplier was solid.

We simplified the floating-point controller by stalling the
pipeline unconditionally during the execution of a divide,
square root, or double-precision multiply. On the PA 7100 a
divide or square root conditionally stalls the pipeline until a
subsequent instruction tries to use its result. However, this
conditional divide stall was a source of bugs late in the de-
sign cycle of that chip, so this simplification positively af-
fected the PA T100LC schedule.

The performance loss for this change was estimated at 1% for
divide and square root and 2% for double multiply. The area
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1in the PA T100LC

savings was small, but the savings in complexity persuaded
us to make this change.

The performance loss because of the floating-point changes
turned out to be as small as we expected. Floating-point
performance is often dominated by cache size and memory
latency. PA T100LC-based systems typically have a smaller
cache but faster memory than PA 7100-based systems. The
final produet achieved over 120 for SPECfp92 at 80 MHz,
which was significantly higher than the competition and
compares surprisingly well with the larger and faster PA 7100
floating-point performance.

Dual Issue. PA T100LC-hased systems needed to perform as
well as midrange PA T100-based systems on integer code,
but with smaller caches and a lower CPU frequency. Super-
scalar® execution is a classic method of improving perfor-
mance at a given frequency. The PA 7100 has superscalar
execution so much of the control infrastructure was already
in place for our needs. However, the PA 7100 has only one
integer and one floating-point execution unit, allowing only
floating-point code to be accelerated. Performance goals for
the PA T100LC were focused on integer applications, so we
investigated the possibility of adding a second integer
execution unit for “integer dual issue.”

Our aggressive schedule allowed very little time to inve
gale the addition of a second integer execution unit. We
identified three options for the classes of instructions we
might be able to execute in parallel. For each option we esti-
mated the cost in engineering time, area, and possible impact
on our time to market. The benefits of each option were
predicted using simulation of benchmark instruetion traces.

Loads and stores typically represent about 40% of all instruc-
tions executed, so the first option was fo split the existing
integer execution unit into one that could do loads and
stores and one that could do everything else. This would
enable us to execute a load or store in parallel with some
other type of instruction. The second option added a full
ALU in the load and store unit which would also allow two
arithmetic or logical instructions to execute at a time. The
third option added a specialized way to execute two loads
or two stores that happen to be referring to adjacent mem-
ory locations.

The performance of each option was not trivial to estimate.
The benchmarks were compiled for current machines with
one integer unit so the compiler made no attempt to sched-
ule instructions in such a way that adjacent instructions had
no data dependencies. This led to lower performance esfi-
mates than we would have expected with an optimized com-
piler. The performance lab addressed this problem by reor-
dering the instructions within each trace before simulation.
The reordering tool scheduled instructions to avoid func-
tional unit contention and data dependencies, using a range
of assumptions about our future compiler technology.

Performance improvement was measured on six bench-

marks from SPECint92 and TPCA. The first option, load and
store plus ALU operation, gained 1% to T% performance im-
provement for the benchmarks using conservative compiler
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assumptions and 9% to 23% using optimistic compiler as-
sumptions. The second option, supporiing two ALU opera-
tions and the first option, gained another 1% to %% perfor-
mance improvement. The third option, additionally
supporting two loads or stores, gained another 1% to 3%
performance improvement. At the time, the performance
gain for these last two options seemed discouragingly low:

The cost of the first option was estimated at about one engi-
neering vear of effort and 3 mm? of area. The second full
ALl would add a few more months of effort and less than
1 mm? of area. The double load and store option would add
a few more months of effort but no significant area. Perhaps
the greatest cost factor was schedule risk because of in-
creased complexity. Functional bugs late in the design cycle
can affect time to market, and similar functionality issues
had been a source of bugs on other chips. However, experi-
ence gained with the superscalar PA T100 design made us
confident that adding integer dual issue would not limit our
schedule.

Ultimately, concern about our competition led us to imple-
ment all three options. Also, while the performance improve-
ment estimates on SPECint92 might seem small, some highly
tuned applications can derive enormous benefit. One example
is the software MPEG video decoder described in the article
on page 60. The HP 9000 Model 712 can display MPEG video
with stereo audio at full frame rate without special-purpose
hardware, and a significant part of this achievement comes
from the PA 7T100LC executing two integer ALU instructions
at a time.

Architectural Enhancements

We added three new architectural features to the PA 7100LC
implementation: little-endian addressing, uncachable mem-
ory pages, and multimedia instructions. The first two fea-
tures are present in several of today’s microprocessors and
represent the evolution of modern RISC architectures. Little-
endian addressing allows for more efficient execution of
code compiled for other platforms and enables the use of
new multivendor operating systems such as Windows N'T.
Unecachable memory pages increase the efficiency of code
sharing cache lines between the processor and 1/0 and is a
less expensive solution than implementing systems with
coherent I/0).

The multimedia features are more specific to the PA 7100LC.
In late 1991, HP created a multidivisional team of hardware,
software, and architecture experts responsible for creating
the technologies that would enable a low-cost workstation
to be multimedia capable without the cost of dedicated
multimedia hardware. At that time, many standards for
video compression were emerging. Of these, JPEG (Joint
Photographic Experts Group) and MPEG (Moving Pictures
Experts Group) looked most promising for still-frame and
full-motion video respectively. Since workstations serve as
decode-only clients in most environments, the team decided
to focus on building an efficient decompression engine,
while leaving the more complex task of video compression
to be done offline or by high-end servers.

Initial experiments with JPEG and MPEG performance were
done using public domain software running on an HP 9000
Model 720 workstation. Even after extensive algorithm

changes and software enhancements, the performance was
still far below the ultimate goal of real-time video at 30
frames/s. One time-intensive component of the encode and
decode algorithms is the diserete cosine transform (DCT).
The DCT requires a large number of multiplies and adds,
weighted differently depending on the algorithm. Since PA-
RISC directly supports multiply instructions in the floating-
point unit but not in the integer unit, we initially used float-
ing-point arithmetic for the DCT and found algorithms that
could take full advantage of the multi-operation FMPYADD
(floating-point multiply and add) instruction.

While the floating-point unit was efficient at providing a
multiply and an add in a single cycle, it was inefficient at
packing and unpacking data, normalizing results, and satu-
rating results to maximum or minimum values. Thus, we
found that a lot of time was spent converting values between
integer and floating-point representations to accomplish both
the multiply-adds and the data manipulations. To eliminate
the conversions, we investigated the possibility of adding a
multiplier to the integer data path but found the area require-
ments to be prohibitive for a low-latency, 16-bit or 32-bit
multiplier. Given that JPEG and MPEG operate on 8-bit data,
building an 8-bit multiplier might have been feasible but
extra instructions for normalization of intermediate results
would have been required.

PA-RISC has always provided shift-and-add instructions as
primitives for software emulation of integer multiplication.
These instructions shift a register value left by one, two, or
three bits and add the result to a second register value.
Using these instructions, multimedia software can multiply a
16-bit value by an 8-bit constant with a sequence of one to
three instructions. We found that by picking a DCT that was
biased away from multiplications in favor of additions, the
shift-and-add instructions provided good performance com-
pared to the other options mentioned above. The deciding
factor, though, was the ability to add parallelism to the shift-
and-add instructions along with the normal adds.

As mentioned above, JPEG and MPEG operate on 8-bit data
and it is convenient to store intermediate results as 16-bit
values. Thus, it seemed reasonable to split the 32-bit data
paths of the ALUs to achieve two 16-bit operations per ALU
per cycle. With a slight redesign of the integer ALU, it was
possible to break the carry chain, force carry-ins as neces-
sary, and allow for proper preshifting of both 16-bit values
packed in the 32-bit registers. We also changed the pre-
shifter to allow the shift-and-add operations to support divi-
sion by allowing for right-shifts as well as left-shifts. Given
the PA T100LC's dual ALU design, these hardware changes
allowed us to achieve four 16-bit adds, subtracts, or shift-
and-adds per cycle. This brought us closer to our design goal
of 30 frames/s for video decode, but more work was needed.
The next step was to add saturation logic to the ALU. When
adding pixel or audio values, it is often desirable to “clip”
the result to the smallest or largest possible value as a result
of underflow or overflow, respectively. (This is called arith-
metic saturation.) By specifying a completer® to the new
16-bit instructions, the hardware can be set to saturate the

* A completer is a part of the instruction mpemonic specifying an option, For example, in
fdw,m the completer m specifies address modification for the load word (ldw) mstruction
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result antomatically using either signed or unsigned arithme-
tic. We also added an instruction to caleulate an average hy
adding two registers and shifting the resuli right by one bit.
Averaging is used in MPEG and other algorithms to interpo-
late between two values.

Once again, these new features were incremental changes to
the integer ALU design, resulting in very little area overhead
and no eritical speed paths, Using these new features, an
80-MHz PA T100LC can achieve MPEG decompression rates
of 30 frames/s with no sound using CIF (352 by 240) resolu-
tion. With full stereo sound, a rate of 25 frames/s can be
achieved. The PA TI00LC is the first processor capable of
achieving these rates without the added expense of dedi-
cated multimedia hardware. The article on page 60 de-
scribes these multimedia features in more detail.

Conclusion

Correctly deciding which features should (and should not)
be included in a product is fundamental to the product’s
success. Design decisions are often strongly connected and
often require appropriately crafted supporting design meth-
odologies. Processor designers must make design decisions
in areas such as package technology, degree of integration,
cache organization, number of execution units, pipeline or-
ganization, and floating-point functionality. With the

PA T100LC processor, Hewlett-Packard has demonstrated an
ability to make design decisions in a manner that leads to
products having a strong competitive position in the areas of
cost, performance, quality, and time to market.
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Design Methodologies for the
PA 7100LC Microprocessor

Product features provided in the PA 7100LC are strongly connected to the
methodologies developed to synthesize, place and route, simulate, verify,

and test the processor chip.

by Mick Bass, Terry W. Blanchard, D. Douglas Josephson, Duncan Weir, and Daniel L. Halperin

Engineers who wish to create a leading-edge product with
competitive performance, features, cost, and time to market
are often challenged to create design methodologies that
will enable them to succeed in their task. Decisions about
the features of a product usually have an inseparable impact
on the methodologies used to create, verify, debug, and test
the product.

During the development of the PA T100LC microprocessor, 1=
engineers crafted several methodologies that supported the
design decisions that were made throughout the project
and provided the framework for implementing the design
decisions.

This article explores several of these methodologies. For
each methodology, we discuss the design decisions that im-
pacted the methodology, the alternatives that we considered,
and the course that we chose. We discuss the results pro-
duced by each methodology, as well as problems that we
encountered and overcame during each methodology's de-
velopment and use.

Some of the design decisions that motivated us to develop
new design methodologies for the PA TI00LC are discussed
in the article on page 12. The areas in which we developed
these methodologies include control synthesis, place and
route, production test, processor diagnosability, presilicon
verification, and postsilicon verification.

The resultant methodologies were eruecial to our ability to
meet the design goals that we had set for the PA T100LC.
Taken together, they enabled good decisions leading to a
successful product implementation.

Synthesis and Routing Methodology

The control circuits in any microprocessor typically represent
a major portion of the complexity of the chip. The control
circuits of the chip contain most of the chip’s intelligence. It
is these circuits that direct the rest of the components on the
chip. The operation of the control eircuits is similar to the
way operators of complex machines on a factory floor con-
trol the way that those machines behave.

Blocks of control circuitry perform similar jobs, and the
nature of these jobs determines the nature of the control
blocks themselves. Control blocks typically implement logic
equations, the outputs of which control some other function
present on the chip. The logic equations implemented by
control blocks tend to be irregular and loosely structured, A

necessary characteristic of any control block is for its out-
puts to become valid in sufficient time to control its down-
stream circuits properly. Like other portions of the chip,
control blocks can have timing paths that limit the overall
chip operating frequency if the blocks are not carefully de-
signed and implemented.

Another characteristic of blocks that implement control
logic is that they change frequently throughout the design
process. Experience has shown that a vast majority of bugs
are found in the control blocks, probably because so much
of the chip complexity resides there. We have found that it is
very likely that the last bugs fixed before a chip design is
sent to manufacturing will be in these blocks.

When we were defining the methodology for implementing
the control circuitry for the PA T100LC, we considered these
general characteristics, as well as specific new requirements
that stemmed from our design goals for the project. The PA
TI100LC had new requirements, compared to earlier CPUs, in
the areas of low power dissipation and support of Ippg test-
ing. We knew that the PA 7100LC control would be even
more complex than past CPUs because of its high level of
integration and its superscalar design. To make it easy to
accommodate this new functionality, we wanted to be able to
make the control blocks as small and as flexibly shaped as
possible. Finally, since we were leveraging the design of the
PA T100LC processor from the PA 7100 processor,** we
wanted to leverage control equations or control circuitry
from the past design for many of the blocks,

The control of the PA 7100, from which we were leveraging,
is primarily implemented as a programmable logic array
(PLA). Programmable logic arrays have very regular physi-
cal and timing characteristics, The PLA architecture used in
the PA 7100 involves dynamically precharged and pseudo-
NMOS circuits. The outputs of this PLA become true at least
one CPU state after its inputs became valid. The PLA latches
all inputs with respect to a specific fixed clock edge.

PLA Methodology. The methodology used to design PLAs for
the PA 7100 was well developed as were the tools that were
necessary to support it. PLAs were designed in a high-level
language with a syntax reminiscent of the Pascal program-
ming language. In-house tools were available to translate the
high-level source language to optimized Boolean sum-of-
products equations. Other in-house tools were available to
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use these sum-of-products equations to generate the PLA
artwork (including programming the array).

When the destination circuits could not tolerate the one-state
delay required by the PLA core, we created schematics for
handerafted standard-cell blocks that could caleulate their
outputs in the required time. We then used an in-house chan-
nel router to create artwork for the standard-cell blocks,

The PA 7100 PLA methodology had several advantages. The
PLA design and implementation tools were simple and well-
understood. They provided a turnkey artwork generation
solution from the high-level control equations, which made
it easy to accommodate late changes. Most important, we
already had a high investment in this methodology. We un-
derstood it very well, had all the required tools in place, and
knew we wouldn't find any surprises.

However, when considered in light of the requirements of
the PA T100LC, the PLA methodology had several disadvan-
tages. Although the physical structure of a PLA is fixed and
very regular, its fixed shape would lead to difficulty in floor
planning for a chip as highly integrated as the PA T100LC. We
also knew that PLA implementations of control logic do not
yield optimal circuits with respect to absolute size. PLA cir-
cuifs involve both precharged logic and pseudo-NMOS logic,
leading to high power dissipation relative to fully static cir-
cuits. PLA circuits are also incompatible with our Ijyp, test
methodology, which is described later in this article, Al-
though PLAs can usually guarantee a one-state delay from
input to output, their timing is inflexible. The addition of
hand-designed standard-cell blocks to address this problem
is not only labor-intensive, but also adds complexity to the
overall solution and increases the probability of intro-
ducing bugs in these areas. Also, some types of control logic
cannot be represented compactly in the sum-of-products
form required by the PLA methodology. This logic must then
either be moved into a standard-cell block or redesigned.

New Methodology. Since the disadvantages of the PLA meth-
odology would compromise our ability to achieve our design
goals, we began to investigate alternatives. We had some
positive experience with using Synopsys, a commercial syn-
thesis tool, on the floating-point control block of the PA
7100. We began to investigate the potential impact of com-
bining automated synthesis using Synopsys with an over-the-
cell router. T Our investigation of combining the synthesize
and route methodology pointed out the following advan-
tages and disadvantages:

The absolute size of the blocks produced would be smaller
than the blocks produced using either PLAs or channel-
routed blocks. Additionally, the floor plan would be more
flexible than that produced by a PLA, allowing us to parti-
tion the controller so that we could create control blocks
that fit into available area close to the circuits they must
control.

We would have to pay more attention to timing because we
would no longer have the regular timing structure of the
PLA to guarantee that state budgets would be satisfied.

The circuits produced would dissipate less power than
corresponding PLA implementations because the synthesize
and route methodology uses fully static circuitry. The cireuits
would also be Ippg compatible.

1 Overthe-cell routers placa and route cells so that there is less need to provide routing
ciannels between the cells
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* We would have to design a new library of standard cells that
would be compatible with the over-the-cell router. We would
also need to design a new set of drivers that would drive
output signals from the standard-cell core o the rest of the
chip and that would be compatible with our production test
design rules. These tasks were very well-defined and we
understood the effort that would be required to complete
them.

Of greater concern was the realization that the synthesis
path from the input equations to completed artwork would
be more complex than the corresponding path in the PLA
methodology and would be almost completely new.,

With the PLA methodology, we knew that there would be no
surprises. Incorporating this new technology would remove
much of that certainty. However, the benefits clearly out-
weighed the costs. We felt that we couldn’t afford to compro-
mise our power, area, timing, and test goals by continuing
with the PLA methodology.

We overcame several issues while making the new method-
ology work for us. We leveraged the source code of many of
the control blocks from the PA 7100, all of which were spe-
cified in the PLA source language. We were able to leverage
existing PLA sources directly by using the PLA tools to gen-
erate sum-of-product equations in a form that the Synopsys
synthesis tool could understand. Synopsys was then free to
massage the equations into a more optimal form. Source
code development of these leveraged control blocks contin-
ued using the PLA source language, even though we were
using the new methodology for synthesis and route. We de-
veloped control blocks that were new for the PA T100LC
using the Verilog behavioral description language, which has
a more direct input path to Synopsys.

We chose the Cell3 router from Cadence Systems Inc. (o
perform the place and route portion of our new methodol-
ogy. The main issue remaining was how to integrate this
new tool with our other tools. To minimize the number of
costly licenses we needed to purchase and to maximize the
block designers’ productivity, we decided to use our existing
artwork editor as a front end to the router’s floor planning
capability, This approach allowed designers to preplace crit-
ical cells, power nets, and clock nets easily. We developed
new tools that would translate this floor plan into a form
that the Cell3 router could understand. While these tech-
niques maximized designer productivity and minimized li-
cense cost, we found that it was sometimes difficult to iso-
late bugs in the methodology to either our front-end tools or
to the Cell3 router itself.

We also discovered that the timing capabilities of the ver-
sion of Synopsys that we used were less robust than we had
believed at the beginning of the project. This discovery had
only a minimal impact on blocks that were leveraged from
PLAs because of the regularity in the timing of those blocks.
However, to ensure robust timing on the remaining blocks,
we needed to develop new tools. The need for these unan-
ticipated workaround tools had a negative impact on our
schedule.

As with PLAs, we also found that certain types of circuits do
not map well fo the synthesize, place, and route methodology.
On a large block where we made much use of the timing

flexibility offered by static standard cells, we found that our
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synthesis tools were sometimes unable to produce circuits
that met the timing and area constraints of the block. When-
ever this occurred, we had to redesign the control source so
that the synthesized circuits could meet their physical re-
quirements, or help the tools by hand-designing portions of
the circuit.

We found that on some of the standard-cell blocks leveraged
from the PA 7100, the synthesis tools had difficulty creating
circuits that performed as well as their PA 7100 counter-
parts. This difficulty was caused in part by differences in the
standard-cell libraries for the two chips. The PA T100LC i
brary had no pseudo-NMOS circuits, which were used quite
effectively to meet timing on the PA 7100 (af the expense of
higher power dissipation). The rest of the difference lies in
the fact that, for all its sophistication, automated synthesis
is still no match for carefully hand-designed blocks. Fortu-
nately, our design tools allowed us to hand-design portions
of the block while synthesizing the rest of the block. Al-
though time-consuming, we chose this approach in cases
where the tool path was unable to provide a satisfactory
solution.

The overall results of the methodology we chose were good.
We were able to partition the PA T100LC’s control function-
ality into seven primary control blocks, Four of the blocks
control the sequencing and execution of instructions by the
pipeline. The remaining three control blocks control the
memory and /O subsystem, the cache subsystem, and the
floating-point coprocessor (see Fig. 1). Together, these

, and

M,

seven blocks represent only 1:3% ol the total die are:

integer Fig. 1. A simplified block rar
Execation f the PA T100LC showing the
Unit 2 i
reiati between the control
blocks a » other major blocks
Instruction n the processor. The instructior
Execution and Test b s e e s
Sequencing Circaits execution and pipeline -....|a.,.-|||
Control ng control block consists of four
(4 Blocks) separate blocks that are physi
cally distinet but highly intercon-
Nuot all of the control con-
ns on the PA T100LC are

showtt in this fgure

implement nearly all of the control algorithms and protocols
used by the PA T100LC.

Even though the PA T100LC adds integer superscalar execu-
tion and a memory and /O controller compared to the PA
7100, the area of the control core produced by the new
methodology is about half the area of the PLA core of the PA
7100, The area occupied by the driver stacks in the control
blocks on the two chips is about the same.

The new methodology implemented all of the control blocks
correctly and introduced no functional bugs. The timing
methodology that we had in place by the end of the project
was very effective at identifying problem timing paths be-
fore they made it onto silicon. When we received chips from
manufacturing, we found no problem timing paths in any of
the control blocks that were created using the new method-

ology.

Verification Methodology

One of the most prominent design goals for the PA T100LC
was to meet the schedule required to enable a very steep
production ramp. This goal, coupled with Hewlett-Packard’s
commitment to quality, meant that we needed to have in
place a solid plan to verify the correctness of the chip at all

stages of its design.

Our design goals and the knowledge that the PA T1000LC
was to be the most highly integrated CPU that HP had ever
created led us to focus early on the methodology that we

April 1995 Hewlett-Packard Journal 25

© Copr. 1949-1998 Hewlett-Packard Co.



Presilicon
Functional
Verification

= Verification Resource

\
Proprieta nf\
Simulator \

\

= Verification Activity

Verification
via
Emulation \

E:_I::ekl_ Gate-Level Emulation
€ — Behavior ‘ Model
GEUEVTEI  Control Circuit Emulation Tools Ll

Model

Model Design Manual Fixes

Switch-

Madel

Postsilicon
Functional
Verification

Postsilicon
Electrical

\ Verification

Verification
via
Emulation

System
Turn-on

Emulation
System

Revised
Models

Next-Pass
Silicon

First-Pass
Silicon

Level

Fabrication
of Artwark

Fabrication
of Artwork

Schematic and/or Artwork Extraction

Time

S e

Fig. 2. Overview of the functional verification process.

would use to verify the chip. As shown in Fig. 2, our verifi-
cation methodology included several distinet forms of veri-
fication, some of which occur before silicon is manufae-
tured (presilicon verification) and some of which occur
after first silicon appears (postsilicon verification).

Presilicon verification activities included:

Creating software behavioral models through which we
could verify the correctness of either the entire design or
portions of it

Creating switch-level models of the implementation to
ensure that the implementation matched the design
Writing test cases that provided thorough functional
coverage for each of these models

Using in-circuit emulation to increase vector throughput and
to provide an orthogonal check of the chip's correctness.

Postsilicon verification activities included:

Augmenting functional coverage by running hand-generated
test cases, randomized test cases, and application software
Testing actual silicon against its electrical specification
using a rigorous electrical testing procedure,

We designed each portion of our verification methodology to ®
ensure that we could meet our schedule and quality goals.

The following sections describe in more detail the types of
verification we used.

A New Strategy

At the time work was starting on the development of the
PA T100LC chip, HP was moving toward a new product
development philosophy, which had as its basis the fact that
HP could no longer afford to do everything for itself. The time
had come to specialize in core competencies and look to
outside vendors to cover the needs common in the industry.
Unless HP provided a clear competitive advantage over in-
dustry-standard tools and methods, design teams were en-
couraged to adopt these standards, paying others to develop
and maintain leading-edge tools and processes.
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During the PA T100LC investigation phase, engineers investi-
gated industry-standard tools in the areas of behavioral simu-
lation, static timing analysis, fault grading, timing verification,
switch-level simulation, and other areas of chip verification.
The first and foremost goal of these investigations was to
determine which tools provided the fastest and most effi-
cient contribution toward design and verification, ultimately
leading to earlier products. The following section will pro-
vide an analysis of our behavioral simulator selection, which
is just one example of the many tool decisions we made for
the PA T100LC.

Behavioral Simulation. Before the PA 7100LC development
effort, we had been using a proprietary simulator which was
written and maintained by an internal tools group. With the
standardization of simulation languages in the industry, we
questioned the value of high internal development and main-
tenance costs for this tool. We investigated the language and
simulator options available in the industry and eventually
reached a final list of choices:

The proprietary HP solution

Verilog

VHDL (IEEE standard 1076).

Other HP design labs, responsible for graphics and IC hard-
ware design, had migrated to Verilog from the HP simulator
and had found significant improvements in simulation
throughput on their ASIC designs. The throughput disadvan-
tage of the HP simulator was somewhat balanced by the fact
that it carried no licensing fees, was fully robust, and had
been proven capable of simulating a large, custom IC design
such as a CPU,

Verilog had become a de facto standard in the U.S. for high-
level and gate-level simulation in 1992 and had been used
extensively in HP’s graphics hardware and IC design labs.
Their experience indicated that Verilog was very robust and
that it allowed personalized extensions through linking with
C code. The IC design lab demonstrated simulation speeds
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with Verilog that were about seven times faster than the
internal HP simulator. Since Verilog was becoming more
common within HP, it would ease our task of sharing and
combining simulation models with design partners. For ex-
ample, the floating-point circuits that we would be leverag-
ing from the PA 7100 for the PA 7100LC were modeled in
Verilog. The graphics chip and the LASI chip used in the
Model 712 workstation were being developed using Verilog.
and many of the commercial ICs used in the system had
Verilog models available for system simulation. By choosing
Verilog, we would create a homogeneous environment. We
also felt that Verilog’s C-like syntax would allow engineers
to learn the language quickly. Finally, the Verilog language
would provide a bridge to other useful industry-standard
tools for static timing, fault grading, and synthesis.

At the time we were investigating simulators we found only
one supplier who could provide a mature Verilog simulator
in our required time frame. This particular simulator had
some disadvantages compared to our internal simulator,
which included higher main memory requirements and the
need to recompile the simulation model at each invocation
of the simulator. For large models, this compile phase could
last a full minute. The internal simulator, by contrast, com-
piled the model once into an executable program which con-
tained the simulation engine, and incurred no run-time
startup penalty. Also, because Verilog was licensed we
would have to purchase sufficient licenses to cover our sim-
ulation needs, which would present a large initial expense.

A third major simulation language we investigated was VHIDL
(IEEE Standard 1076). While Verilog was becoming a de facto
standard in the United States, VHDL was sweeping Europe.,
VHDL shared many advantages and disadvantages with
Verilog. Simulation models of commercial system chips
were often available in both languages, VHDL provided
hooks to support industry-standard tools for timing, fault
grading, synthesis, and hardware acceleration. VHDL was
also licensed and would be expensive. The primary differen-
tiator between VHDL and Verilog was in ease of use and
ease of learning. Other HP design labs indicated that VHDL
was more difficult to learn and use than Verilog. Also, there
was no local expertise in VHDL, while proficiency in Verilog
had been growing, and significant inroads had already been
made at integrating Verilog into the remainder of our tool
set.

With this information in mind, the PA T100LC technical team
decided to use Verilog as the modeling langnage for the PA
T100LC processor. The compelling motivations for this
choice were:

The demonstrated success of other HP labs in using the
Verilog simulator in ASIC designs

The availability of local expertise and support for the
simulator and modeling language

The ability to standardize on a single simulator and model-
ing language for the development of all custom VLSI used in
the HP 9000 Model 712

The ability to interface easily to other industry-standard
tools.

Given this decision, we joined an effort with other design
labs to enhance the Verilog simulator to include an im-
proved user interface and more tool interfaces to be used
throughout our verification effort.

Turn-on Process. We migrated to the Verilog modeling lan-
guage and simulator in two steps. First, we validated that
Verilog could simulate an existing PA-RISC design of compa-
rable complexity to the PA TID0LC by converting the PA
7100 simulation model (from which the PA TI00LC design is
leveraged) into Verilog. Second, we used the knowledge that
we gained during this conversion process to complete the
development of the PA T100LC.

Converting the PA 7100 simulation model into Verilog was a
good decision for several reasons. We wanted to start with a
known functional model from which we could leverage. We
also needed to confirm that Verilog was robust and accurate
enough to model a design as large and complex as a CPU.
The PA 7100 offered a hierarchical, semicustom design
model that consisted of high-level behavioral blocks (e.g.,
the translation lookaside buffer) and FET descriptions (e.g.,
in custom leaf cells). This varied design would provide a
good test of the simulator’s ability and would help us to
learn about Verilog’s unique requirements.

To aid the conversion process, we created a tool that con-
verted the HP proprietary modeling language to Verilog syn-
tax. We fixed code by hand wherever the two languages did
not have similar constructs or where they evaluated similar
constructs differently. The converted model passed its first
test case within two months.

Once the PA 7100 model was up and running in Verilog, we
measured its simulation throughput. Instead of the expected
Tx speedup, we discovered a full 4x< slowdown compared to
the HP simulator. We also found that the model consumed
more memory than we had anticipated. Through careful
analysis and support from our supplier, we learned that
much of our model syntax was very inefficient. In addition
to inefficiencies created by the translation tools, many syn-
tax structures that were optimum in HP’s simulator were
nonoptimal in Verilog. Profiling and correcting these ineffi-
ciencies greatly improved performance and resource re-
quirements.

Results. The result of the decision to use Verilog to model
the PATI00LC was positive, with a few disappointments.
The main disappointment was that the Verilog model of the
PA 7T100LC achieved only parity in throughput and required
five times more memory than the HP simulator.

However, Verilog brought strengths in other areas. Verilog
allowed us to make incremental changes to the model
quickly and easily. Verilog enabled us to capitalize on indus-
try-standard tools in the areas of synthesis, timing, fault
grading, and in-circuit emulation. We were able to use a
single modeling language across all of the custom compo-
nents in the HP 9000 Model 712 workstation and to obtain
compatible models for many of the external components.
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We soon learned to use the new strengths provided by Verilog
and became efficient in using the language and the new sim-
ulator. Verilog successfully modeled all constructs required
in the PA T100LC design, and a high level of quality was the
end result of using this tool.

Presilicon Functional Verification

Because the cost and lead time of manufacturing CPU die are
s0 great and because our system partners depend on fully
funectional first silicon to meet their schedule goals, it is im-
portant that our presilicon verification methodology give us
high confidence in the functional quality of the first silicon.
This task proved to be a challenge for the PA T100LC chip
because it was designed by many engineers, and its feature
set is extensive and complex. These factors introduced the
opportunity for design and implementation bugs.

The PA T100LC is the first HP processor chip to integrate the
memory and I/O controller on the same die as the CPU. In the
past, these designs lived on separate die and were owned by
separate project teams. The verification efforts for the two
designs were mostly independent. A careful specification of
the interface between the two designs allowed this approach
to succeed.

We realized that even though the PA 7T100LC would integrate
the memory and /O controller onto the CPU die, it would be
more effective to verify the memory and I/O controller sepa-
rately from the CPU core for the majority of the tests. This
would allow test cases for both the CPU and the memory and
I/O controller to be more focused, smaller, and faster to sim-
ulate than they would be in a combined model. We created a
well-defined interface between the CPU and memory and
I/O eontroller to enable this approach.

Each of these presilicon verification efforts was structured
as shown in Fig. 2. First we created a behavioral model for
the portion of the design whose function was to be verified.
A behavioral model represents the design at some level of
abstraction; and typically moves from very high-level to
much more specific as the project progresses, As mentioned
above, we chose Verilog as the modeling language for our
design.

The behavioral model was the heart of the simulation envi-
ronment that would enable us to verify the CPU and the
memory and /O controller. Our job was to find deficiencies
in this model. However, to do this we needed a way to stim-
ulate the model, observe its results, and ensure that its be-
havior was correct. To meet these needs, we created addi-
tional software objects to complete the simulation
environment,

At each of the external interfaces of the behavioral model,
we created custom code that was capable of modeling the
behavior of the device on the other side of the interface and
of stimulating and responding to the interface as appropriate
for that device. For example, these stimulus-generating soft-
ware objects were used in our simulation environment in the
same way that dynamic RAM, external cache, and /O devices
are used in a physical system. We authored the code that
models these objects in a high-level language (typically C).
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Another type of custom software that augments the simula-
tion environment consists of checkers. A checker monitors
the behavioral model and checks aspects of model behavior
for correctness. We used a number of different checkers
during the PA TI100LC verification effort. Some checkers
were very focused (e.g., a protocol checker on the /O bus),
and others were more global (e.g., the PA-RISC architectural
simulator).

Creating “watchdog” pieces of code to detect and signal
errors automatically in the simulation environment helped
us to maintain our schedule. Previous CPUs had an indepen-
dent model of the design that matched the behavioral model
state-by-state for all external pads and architected internal
state.” Creating the independent model was time-consuming
and not easily broken into small pieces that could be
worked on in parallel. We couldn’t run test cases on the be-
havioral model without a fully functional independent
model. Replacing this independent model with a collection
of checkers allowed us to create multiple checkers at the
same time. We were able to turn on the checkers indepen-
dently as the functionality that they checked became avail-
able in the behavioral model. Also, the checkers didn't need
1o be fully functional for us to run useful test cases.

The final aspect of the simulation environment is the test
case. A test case provides initialization to the model and the
stimulus generating software objects and then orchestrates
the stimulus generators to provide external stimulus while
the model is simulating. The checkers constantly watch
model behavior and identify rules that the model violates.
The test cases are not self-checking. They simply stimulate
the model and rely on the checkers to ensure that the model
responds correctly.

We wanted the test cases to create the complex interactions
in the CPU core and in the memory and /O controller that
are necessary to find subtle bugs. The model, stimulus gen-
erators, and checkers provide an environment that makes it
easy to generate short, powerful test cases. To improve test
case coverage, we gave the responsibility for test case cre-
ation to both the CPU and the memory and /O controller
designers, who had a detailed knowledge of the internal
operation of the chip, as well as to independent verification
engineers, who knew only the external functional specifica-
tion of the chip. We used design reviews to ensure that our
suite of test cases adequately covered all functionality pres-
ent in the design.

Testing on the behavioral model is the first line of defense
against flaws in a design. To ensure that our implementation
matched the design, we ran our full suite of test cases on a
gate-level behavioral model. We created this model from the
complete chip schematics. We also tested a switch-level
model that we created by extracting the FET netlist from
the completed chip artwork. Since this was the same art-
waork that manufacturing would use to fabricate the chip,
this regression served as a final test of the functional cor-
rectness of both design and implementation.

*In this usage architected state refers (o a particular pattern of ones and zeros
on internal chip nodes.
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To ensiire that there were no coverage holes in the interface
between the CPU and the memory and I/O controller, we

created a model that merged these two designs into a single
behavioral model of the entire chip. We tested this model to
gain certainty that both parts would work properly together.

Finally, we combined behavioral models of the PA T100LC
with behavioral models of other chips in the system and
performed system-level verification to ensure that each of
the chips interpreted the interchip interfaces consistently
and to ensure that all the chips in the system functioned as
expected.

Using this extensive verification methodology, the first silicon
we delivered allowed us to boot the HP-UX* operating system
and enabled our system partners to progress towards meefing
their system schedules.

Postsilicon Functional Verification

Presilicon verification, while providing an excellent first
pass at ferreting out design or implementation flaws, is not
capable of identifying all bugs in a complex custom CPU
such as the PA T100LC. Two factors make this true. First, the
simulation speeds of even high-level behavioral models (typ-
ically less than 10 Hz) are not sufficient to exercise all the
interesting state transitions within the CP1U in the time avail-
able. Second, experience has shown that in a chip of this
type there are sometimes subtle differences between the
presilicon model and actual chip behavior.

To ensure a quality CPU design, we performed extensive
postsilicon testing on the PA T100LC in systems running at
actual processor speeds (50 to 100 MHz). The difference of
about seven orders of magnitude in vector throughput be-
tween running test cases on presilicon models and code
running on actual silicon underscores the potential for
thorough testing offered by postsilicon verification.

One of the goals of presilicon testing is to ensure that the
simulation model matches the behavior specified by the
design. We carried this goal into postsilicon testing and ran a
suite of tests on actual chips in a computer system. The

tests behaved the same when they were run in the computer
system as they did on the PA T100LC presilicon models.

We knew that postsilicon testing would be the last opportu-
nity to find functional problems with our processor before
we shipped systems to customers. Since the cost of finding a
serious funetional problem once systems are shipped is ex-
tremely high, we wanted to exercise the processor
thoroughly with as many different tests as possible. The
variety of features that we had added to the PA T1I00LC
made this process more difficult. Each of these features had
to be tested, usually in combination with other features.

The tests that we used during the PA T100LC postsilicon
verification effort included:

o A collection of handwritten tests, run in an environment
that made them more stressful for the processor

e Random code generators that produced software that
deliberately stressed complex areas of the processor

o A collection of application software including operating
systems, benchmarks, and other applications.

Handwritten Tests. Hewlett-Packard has created a library of
programs whose purpose is to ensure that a processor con-
forms to the PA-RISC architecture. In addition to this library,
we created other programs to test specific processor fea-
tures. We also created a small operating system that allowed
many of these programs to nin simultaneously and repeti-
tively in a manner that was siressful to the processor. This
operating system would interrupt the programs at different
intervals and also change portions of the processor state
(e.g., cache and TLB) before restarting a program. Finally, the
operating system kept an extensive log of program activity
to help us track down bugs that it found.

In addition to the programs that we ran under the special
operating conditions, we created another set of handwritten
tests specifically to test the memory and VO controller por-
tion of the processor. These tests used an VO exerciser card
to ensure that the memory and I/O controller would behave
properly in the presence of any conceivable I/O transaction.
We also used these tests to exercise the DRAM interface of
the memory and I/0 controller.

Focused Random Testing. To supplement the handwritien
tests we developed two random code generators. Experi-
ence gained during past processor designs had taught us
that a certain class of bugs appear only when a number of
complex interactions occur within the CPU. It wasn't feasi-
ble to create handwritten tests to cover all of these interac-
tions because the time requirements to do so would be pro-
hibitive. Additionally some of the tests would need to cross
so many interactions that it would be difficult to guarantee
adequate coverage with handwritten cases. Using a random
code approach, we used code generators to create the test
cases that found bugs in this class.

Another strength of the random code approach was that we
were able to take full advantage of the speed of postsilicon

testing. We could run all handwritten tests in a short time on

an actual processor. Random code generators made it pos-

sible to generate millions of different tests to keep the pro-

cessor fully exercised, at speed, for long periods of time.

One could create many conceivable random code genera-
tors, which could differ in many ways including the type of
code produced, fault latency, ease of debugging, repeatabil-
ity, and initialization. Design differences in random code
generators cause coverage differences (one generator may
be able to find a bug that another missed). Random code
generators mainly differ in the sequence of instructions and
in what constitutes initial and final processor state. In gen-
eral it is best to run code from as many different sources as
possible to ensure the best coverage.

Of the two random code generators that we developed, one
stressed the floating-point unit and another stressed the
integer unit. Each of these generators produced tests
consisting of:

* An initial processor state

e A sequence of PA-RISC instructions

* An expected final processor state.

The focused random approach worked extremely well during
the PA T100LC verification effort. Using it, we were able to
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complete thousands of machine-hours of testing and identify
a majority of postsilicon bugs.

Our decision to emphasize random code testing paid off. Be-
cause of the proven effectiveness of the random approach,

we will probably continue in this direction and make evolu-
tionary changes to make the approach even more effective.

Application Software. In addition to handwritten and random
tests, we ran a variety of “real-world” software applications
to further ensure that we had found and fixed all bugs.
These applications were intended to help diagnose failures
suspected to be caused by the hardware. We booted operat-
ing systems (like HP-UX) shortly after chips were available.
We also conducted long-term operating system reliability
tests when more stable hardware and software became
available, We filled out our array of application software
tests with benchmark suites and other applications.

Acceptance Criteria. A challenging question that engineers
and managers face during any postsilicon verification effort
is *“When are we done?” Having clear criteria for the quality
required to ship the chip to customers is paramount. For the
PA T100LC, we used the following acceptance criteria:

All failures are diagnosed {o root cause.

No chip failures exist.

All handwritten code works,

Random code generators have run for a long time without
finding any failures.

Application software has run without any indication of
hardware bugs.

In-Circuit Emulation

In addition fo constantly tuning existing design and verifica-
tion methodologies in areas where high-impact productivity
gains are essential to stay on the leading edge of the industry,
we also look for new breakthrough technologies and areas
for paradigm shifts. We considered in-circuit emulation as
such an area for the PA T100LC.

In-circuit emulation means that a chip is modeled at the gate
level in field programmable gate arrays (FPGAs) and con-
nected directly to a chip socket in a real system running at a
reduced frequency. This allows the modeled chip to run real
system-level software.

Continual inereases in chip complexity must be countered
with more effective verification to ensure high-quality first-
silicon chips. The goal is to have a perfect chip, but the re-
quirement is to prevent masking bugs. A masking bugisa
serious bug that causes a class of chip functionality to fail.
The verification team is unable fo “see behind” the bug to
test for other failures in that area of functionality. The chip
must be redesigned to fix the masking bug and must pass
through fabrication before this functionality can be tested.
Emulation was viewed as a way to prevent these serious
masking bugs.

Besides ensuring high-quality first silicon, it is also desirable
to have enough presilicon simulation throughput to verify
any proposed postsilicon bug fix. Since turning a chip is
costly and time-consuming, incorrect bug fixes that cause
additional bugs must be eliminated.
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During the early phases of the PA T100LC chip design effort,
in-circuit emulation technology came of age and was avail-
able through external vendors. We investigated this new
technology in depth. For us, in-circuit emulation was viewed
as a paradigm shift in verification and very attractive because
it would:

Provide near “real hardware” throughput with a presilicon
model

Allow thorough regression of any mask or full chip turns
necessitated by bugs or timing paths found during postsilicon
verification

Allow the firmware and software teams to fest their code
before real hardware was available

Add another important debugging capability to our suite of
debug tools that allow us fo isolate postsilicon bugs

Allow us to recreate real hardware failures on a presilicon
model and allow visibility to all internal nodes of the chip.

We also saw some areas of conecern in pursuing in-circuit
emulation. We perceived in-circuit emulation as challenging
and risky because it was a new technology within a very
young industry. We lacked expertise in using emulation
tools, and it would be expensive to gain the necessary ex-
pertise to make in-circuit emulation part of our chip design
methodology. In addition to this, the emulation tools and
hardware were very expensive.

Our concern with technology risk was eased by several fac-
tors. We were promised very strong (on-site) support from
the emulation company that we chose, They assured us that
tools capable of handling large designs would be available
early in our design cycle. We had independent corroboration
from other HP entities, who had seen great success with
emulation in ASIC design efforts.

After weighing the potential advantages, risks, and our long-
term needs we determined to pursue in-circuit emulation.
We didn’t believe that emulation was absolutely eritical to
our success on the PA 7T100LC, but we felt that dramatic
improvement in simulation throughput would be required to
verify the increasing complexity of our next-generation pro-
cessor design, This effort was simply the first step in a long-
term strategic direction.

Emulation Methodology

The real goal of our emulation effort was to plug the emula-
tion model into the physical system and run at frequencies
near 1 MHz. The team modified an P 9000 Series 700 work-
station to provide the required boot ROM, disk, and I/O sub-
system. A special processor board was designed that allowed
the emulation system to plug into the CPU socket. This hoard
also provided external cache (SRAM) and main memory
(DRAM). One challenge was to keep the DRAM refreshed
since the processor wasn't running fast enough to keep mem-
ory refreshed and make forward progress on the code stream
at the same time. We implemented a solution that coalesced
the processor memory transactions between refresh cycles
provided at a constant frequency by a module external to
the CPU. This made refresh transparent to the PA T100LC
emulation model. Fig. 3 shows our emulation setup.
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Along with these physical challenges, we also addressed
modeling issues. The emulation company provided an on-
site, experienced engineer to join our emulation team. The
preliminary goal was to take a substantial top-level block
netlist and prove that our style of custom design would emu-
late successfully. We chose a block that contained many
unique and difficult-to-model elements. It contained custom
data path blocks and some control blocks, and included
some large regular arrays such as register stacks, TLB, and
internal cache. Because of their size and regular structure,
we chose to model the cache, register stacks, and TLB on
external component boards using TTL parts and PALs. We
turned to industry tools to translate our library of custom
cells into emulation gates, but quickly found that the tools
were incapable of generating accurate gate-level models. We
were forced to ereate handwritten translations for the en-
tire library to make progress,

Once we had completed this initial block, we ran the model
in cosimulation mode with a Verilog simulator. The emula-
tion hardware modeled our target block, while the Verilog
simulator modeled the rest of the PA T100LC. The models
exchanged stable input and output values after every CPU
clock transition. This approach allowed turn-on and testing
of the external component boards as well as flushing out of
modeling issues.

Next, we attacked the full chip. Our emulation team createcd
a full chip model, which was partitioned and programmed
into the FPGAs in the emulation boxes, This became a pain-
ful process as we learned that the hardware and software
had never been used on a design of this size, and fatal tool
failures stopped progress many times,

We achieved our first working model that ran through all the
firmware code shortly after the PA T100LC chip achieved tape
release. We debugged all firmware code before first silicon
arrived from fabrication. This made silicon turn-on much
faster than would have been possible otherwise. We resolved
some nagging emulation failure modes in the difficuli-to-
model floating-point circuits within one month of receiving

RS-232

for the

Fig. 3. En

PA T100LC,

Haron setup

the first silicon chips. This emulation model allowed exten-
sive testing on the final chip specification before the masks
were released to fabrication. Only one hardware bug was
found using emulation.

From our emulation efforts we leamed the following:

Our method of custom VLSI design was difficult to model in
emulation gates. Many unanticipated race conditions were
found which had to be resolved. For example, we allow
races (e.g., between a latch's data signal and its enable sig-
nal) that we can guarantee will be won on the chip. How-
ever, with uncertain delays on these signals within the
FPGASs, these races are easily lost. We also found that
wire-0R logic is very difficult to model.

We found that electrical characterization was the limiting
issue for shipping products in volume. Emulation does not
help this problem directly. Although it does help to prevent
masking bugs, it may not actually shorten the ship-release
date.

Even though custom VLSI chips are much more difficult to
emulate than ASICs, in-circuit emulation is a viable technol-
ogy. As emulation technology matures, the effort required to
model complex CPUs will become more reasonable. Because
of the immaturity of in-circuit emulation technology at the
time we were using it, we were only able to make a minor
contribution to the development of the PA 7100LC with this
technology.

The learning curve for emulation technology was steep. but
this effort can be seen as successful when used as a step-
ping stone to a new technology paradigm. We identified
many issues and shortcomings with using current emulation
technologies to accelerate vector throughput. We can now
continue to move towards either applying more mature
emulation technology or developing new approaches that
better address the issues that we identified.

Postsilicon Electrical Verification
The goal of postsilicon functional verification is to identify
failures caused by inappropriate logic within the chip. These
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functional failures generally manifest themselves on every
chip that we manufacture and will be unrelated to the oper-
ating point (e.g., temperature, voltage,or frequency) of the
CPU.

Electrical failures are another class of failures that we sought
out during the postsilicon verification effort for the PA
TI00LC. Electrical failures cause the chip to malfunction
and typically have a root cause in some electrical phenome-
non such as:

Ground or power supply noise on the board or chip
Coupling between signals

Charge sharing

Variation in FET speed or drive capability caused by
variation in the manufacturing process

Leakage related phenomena

Race conditions

Unforeseen interchip circuit interactions.

Because the integrated circuit manufacturing process varies
slightly with time, electrical failures may or may not be pres-
ent on all chips that are produced. Further, certain operating
conditions will typically exacerbate the failure. Sometimes a
failure will oceur at any operating point and can be difficult
to distinguish from a functional failure. However, most will
be dependent upon some parameter of the chip's operating
point.

To deal appropriately with failures of this class, we staffed
an electrical verification effort for the PA TI00LC that was
mostly independent from its functional verification
(described earlier). The goals of this effort were to:
Identify, isolate to root cause, and repair all failures within
the operating range possible in customer systems

Identify and isolate to root cause any failures within a sig-
nificant, well-defined region of margin outside of this oper-
ating range.

The first goal is clearly necessary to provide quality systems
to customers. We created the second goal with the knowl-
edge that in some cases, understanding the root cause for
failures outside of our expected operating range would be
beneficial. Sometimes this knowledge would enable us to
make proactive design changes which would increase chip
vields, resulting in lower chip and system costs. Such knowl-
edge is also useful when moving the chip into a higher-fre-
quency range or a new process technology.

To meet these goals, we instrumented several systems so
that we could independently control each of the CPU supply
voltages and the operating frequency of the system. We inter-
faced each set of controlling instruments to a host computer
which could systematically vary the operating point parame-
ters, direct the system under test to run a variety of possible
tests, and observe and log the results of those tests. We
placed each system under test in an environmental chamber
that was capable of varying the temperature from —0°C to
100°C. In each system under test, we also varied system
parameters such as memory loading and I/O bus loading.

In the presence of an electrical failure and the appropriate
operating conditions, certain code streams will not evaluate
as expected. To ease the task of isolating electrical failures,
we created test code specifically for electrical verification
that stressed the various interfaces and functional units of
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the chip in turn. Each segment of this test code would indi-
cate its progress as it ran. This allowed us to isolate a failure
quickly to a particular, very short segment of the test code.

In addition to this electrical verification code, we leveraged

the random code generators used by the functional verifica-
tion team, and ran the code sequences that they produced at
the corners of the PA TI00LC's operating region.

Using this data generating and collection system, we were
able to create graphs that indicated passing and failing code
sequences as a function of voltage, frequency, temperature,
system conditions, and IC process. By inspecting the operai-
ing point dependencies (or lack of dependencies) of a failing
code stream, we could gain insight into the root cause for a
failure. To confirm our root cause analyses and potential
fixes, we created new handwritten test codes, altered exist-
ing silicon using focused-ion-beam milling, and performed
electron beam probing of chips in systems.

The PA T100LC's postsilicon electrical verification effort
ensured that the chip would perform well in a wide range of
electrical environments. It identified easily repaired yield
limiters that allowed us to maximize yield and minimize the
cost of the CPU. Each of these successes allowed our system
partners and customers to be more successful in meeting
their goals.

Debug and Test

Since the PA T100LC processor was designed to be the core
component of a low-cost workstation line, the factory cost
goals and expected volumes clearly indicated that careful
attention to ease of test and manufacturability was necessary.
The following test features were defined based upon design
and manulacturing needs:

Parallel test vector capability in excess of 100 MHz

[EEE Standard 1149.1-compatible boundary scan interface
On-chip clock gating circuitry

Retention of internal state when the chip clocks are halted
Internal scan with single and double clock step capability
Fully static operation to support off-chip Ippg testing
Signature analysis capability for testing the on-chip
instruction buffer

® At-speed capture of internal states by scan registers.

To meet manufacturing cost goals, the PA T100LC had
aggressive quality and test time goals compared with our
previous processor designs. Both of these items significantly
affect final chip cost. A test methodology was developed
early in the design phase to facilitate the achievement of
these goals. The methodology encompassed chip test and
characterization needs and manufacturing test needs.

Testing is accomplished through a mixture of parallel and
scan methods using an HP 82000 semiconductor test systeni.
The majority of testing is done with at-speed parallel pin
tests, Tests written in PA-RISC assembly code cover logical
functionality and speed paths and are converted through a
simulation extraction process into tester vectors. Scan-
based block tests are used for circuits such as standard-cell
control blocks and the on-chip instruction buffer which are
inherently difficult to test fully using parallel pin tests. Ippg
measurenents are also performed after some parallel tests
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to provide additional defect coverage. The parallel test se-
quence is 600,000 states long, and 42 Mbits of scan vectors
are used during scan testing.

To meet our test quality and cost goals, we implemented two
new chip-test techniques that had not been used on previous
PA-RISC implementations: Iyypg testing and sample-on-the-
fly testing.

Ippg Implementation

Ippy testing is a test methodology in which the presence of
defects is detected by measuring de current when the chip is
halted. Nondefective full CMOS gates draw static current
made up of leakage currents that are in the nA range. How-
ever, defective gates can draw currents many orders of mag-
nitude higher. If a current measurement is made on the
power supply during a static state, a good chip will draw
very little current and a defective chip will draw much more.
Ippg has high observability and detects many different types
of defects. It was decided early in the design of the CPU that
Inng test capability would be a desirable test feature. Ippg
test capability was also desirable because it substantially
reduces static power consumption.

Design Rules. To support Iy testing, most of the circuits
leveraged from past PA-RISC implementations that drew de
current were eliminated. For each case in which using a
circuit that drew static current was the only reasonable de-
sign solution, the circuitry was redesigned to be disabled
with a test signal during I measurements. Most blocks
containing pseudo-NMOS circuitry were redesigned using
static CMOS circuitry. Dynamic circuits were modified to
eliminate static current and to retain state while the chip is
halted. No FET gate is allowed to be in a situation where it
could float if the clocks are halted because this could possi-
bly cause the FET to turn on. Internal pullups on input pins
are disabled during Ippg measurements, including the IEEE
11491 test pins. No drive fights are allowed in a static state.
All nodes make a full transition to a supply rail, which is

accomplished through the use of restorative static feedback
when full CMOS transfer gates are not used in latches and
multiplexers. Any bus that could be completely tristated in
any state uses a bus holder circuit to maintain proper levels.

Special Considerations. The floating-point ALU, which was
leveraged from the PA 7100 processor, drew static current
and redesigning it was not feasible given our schedule con-
straints. However, it is possible to eliminate the static cur-
rent during Ippg measurements if the ALU is not evaluating
during the measurement. Since I testing was not going
to be used to test the ALU, this was acceptable. Ippy, testing
during parallel vectors is still possible, but if a floating-point
operation occurs that uses the ALU, the ALL loses its inter-
nal state if Ippg test mode is enabled during the test,

Another area of consideration for Iy involved the I/O bit
slices. The CPU uses two power supplies, Vpp and Vi,
which are nominally at 5V and 3.3V respectively. Vpp sup-
plies all of the internal chip logic, while Vpyy, is the supply for
the output driver pullup FETs. The input receivers on the
CPU normally draw static current when an output driver is
on that drives to Vi, In addition, a circuit to hold the cur-
rent value on the pad can draw static current if the pad is
not driven to Vppy or ground. Therefore, when Ippg measure-
ments are taken, the output drivers are driven to ground
through the use of the boundary scan circuitry to eliminate
static current flow in the receiver and pad holder circuits
(see Fig. 4). The parallel tester drives input-only pins to Vi
or ground as appropriate, including the [EEE 1149.1 interface
pins. The analog inputs of the clock buffers are also driven
to appropriate values to prevent static current.

These rules were easy to adhere to and followed our ratio-
nale to increase test capability with little design impact.

Ipn compliance was verified by running functional simula-
tion cases through an HP proprietory FET-level switch simu-
lator which also has the ability to check for static current
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violations. Because of careful attention to the design guide-
lines, only six Ipng violations were discovered when the
simulations were run, all of which were easily resolved.

Ippg Measurement

Ippg measurements are taken using a parametric measure-
ment unit on the HP 82000 tester (see Fig. 5). When a mea-
surement is to be taken, a vector sequence is run to place
the device under test (DUT) into a static state. After the
dynamic current fransients have settled, the measurement
unit is connected to the chip power plane with a relay, and
the regular Vpp supply is then switched out with relays. The
parametric measurement unit then supplies and measures
the current flowing into the DUT. The power plane for the
DUT is separated from the test fixture power plane by relays
connected between the chip and the test fixture. Bypass
capacitors to control supply noise are placed on Vppy on the
power supply side of the relays. This is important because
leakage currents in large electrolytic capacitors can be tens
of microamps, which would compromise the accuracy of the
measurement.

Typical measurements are in the range of 1 pA. The Ippg
current is dominated by reverse bias leakage current and
subthreshold leakage. Measurements are taken during wafer
and package test, and four measurements are made. Four
parallel vectors are used, which initialize the registers,
cache, TLB, and other state logic to zeros or ones and two
patterns of alternating ones and zeros (to check for bridging
faults). This provides a great deal of defect coverage while
incurring minimal test overhead.
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Inpg testing was very effective at catching defects on the PA
T100LC. Results indicate that 50% of scan test failures and
70% of parallel failures are caught by Ijpy) testing. In addi-
tion, other types of defects are caught that might not be
caught by conventional voltage-level testing, like gate oxide
shorts and some types of bridging faults. These can lead to
reliability problems over the life of the product, so it is im-
portant to catch them at the chip test stage.

We plan to do more directed Iy testing on future chips,
using scan testing and parallel testing to set up and measure
current for specific chip states indicated by automatic test
generation tools. This should improve the level of coverage
we get for [ tests. However, one problem that may occur
is that off-FET leakage will increase in the effort to improve
FET performance in future IC processes. This has a direct
effect on the ability of Iy techniques to resolve low cur-
rent defects. Additional techniques like power supply parti-
tioning may be necessary to make Ippg usable with more
advanced IC processes.

Sample-on-the-Fly Testing

An interesting new feature that is implemented on the CPU
enables scan registers to capture the internal state of the
chip while the chip is operating at speed in a normal system.
We refer to this capability as sample-on-the-fly testing. The
sample is nondestructive, and the data can be accessed
while the chip continues to execute code by scanning the
results out using the on-chip IEEE 1149, 1-compatible test
access port (TAP). This feature was very useful for debugging
and characterizing system-level performance because it is
essentially a logic analyzer built directly into the chip which
allows access to over 4000 internal stafe values. Samples can
be taken with any IEEE 1149.1-compatible test controller
and appropriate software.

Internal Sampling. The internal sampling capability allows a
sample to occur when the architected PA-RISC interval
timer reaches a count that matches a preset value in a regis-
ter and the TAP circuitry is in a specific state. In the PA
T100LC the interval timer on the chip is a 32-bil register that
increments by one for every clock cycle that occurs on the
chip. An additional 32-bit register provides a value to com-
pare with the value in the interval timer register. This value
can be set by doing a PA-RISC mtctl (move to control regis-
ter)T instruction. When the interval timer value matches the
value set by the mtetl instruction, a comparator circuit gener-
ates a signal which is normally sent to the control logic to
cause an interval timer interrupt to occur. This signal is also
sent to the TAP in this implementation. If the current TAP
instruction is ISAMPLE, the state of the chip is sampled into
each scan register on the following chip state by allowing
each scan register to update during the phase when the
functional latch is not being updated. An indication that a
sample has occurred is sent from one of the test pins when
the sample is taken. The pin can be monitored by an exter-
nal IEEE 1149, 1-compatible controller system to determine
when data can be shifted out of the chip. The shifting of the
sampled data does not corrupt the state of the internal logic.

t This inst /s data to 4 control register. Inthis instance it is moving data 1o the

Timer comparison
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[f another sample is desired, the above procedure is simply
repeated. Fig, 6 summarizes the sample-on-the-fly process.

Results. Although sample-on-the-fly testing capability required
careful electrical and timing design, it has proven to be very
effective for debugging. It was vital at system frequencies
approaching 100 MHz, since our traditional external debug-
ging hardware was unable to function at this frequency be-
cause of electrical constraints. Sample-on-the-fly testing
became our only debugging tool in systems with high-fre-
quency critical paths. It was used several dozen times in
high-speed characterization and led to the resolution of sev-
eral slow timing paths. It is clear that as CPL! [requencies
increase, more debugging circuitry will need to be included
directly on the chip to assist in diagnosing funetionality,
speed, and electrical failures.

Debug Mode

The sample-on-the-fly technique allowed us to observe the
values present at many nodes, at one very specific point in
time, and at any operating frequency. Since this test tech-
nique uses the test access port to observe these values, it
provides information about the chip state at a relatively low
bandwidth. This information is an extremely valuable diag-
nosis tool for designers because it enables them to know
exactly when a problem is occurring.

Sometimes, especially when a problem is not yet fully under-
stood, a higher-bandwidth path to diagnostic information is

useful to designers. To allow designers access to lar

amounts of information across broad slices of time, we
added a debug mode to the PA T100L(

ble externally the values of several key internal

This mode makes

buses

and control interfaces, on a state-by-state bas

Software ca

4 ser1es ol gnostic mstructions. Software c:
be used to choose a set of signals to be made extern:
ible. These .-jl,l:l:i] seis were carefully chosen by the clhaps
designers as being indicative of the internal state of the CPI
Examples of signal sets that can be made visible using the
debug mode include:

Internal instruction and data buses

CPU to memory and /O controller interface

Key cache controller state information.

When the chip is operating in the debug mode, it identifies
unused cyeles on the /O bus and uses them to drive the se-
lected debug information onto the IO bus. The debug cir-
cuitry can be programmed by software either to throw away
debug data during states when the I/O bus is unavailable, or
to cause the CPU pipeline to stall during these states so that
no debug information is lost.

Externally driving debug information allows engineers to see
a sufficient amount of state information on a large enough
number of CPU states to be able to quickly direct further
efforts at locating postsilicon problems.

Both debug mode and sample-on-the-fly fumed out to be in-

valuable debugging aids in the highly integrated environment
of the PA 7T100LC.

Conclusion

Supporting design methodologies allow implementation of
the features that a product requires to meet its design goals.
The methodologies used to synthesize, place and route, sim-
ulate, verify, and test the PA T100LC processor were crucial
to the processor's success,
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An I/0 System on a Chip

The heart of the I/0 subsystem for the HP 9000 Model 712 workstation is
a custom VLSI chip that is optimized to minimize the manufacturing cost
of the system while maintaining functional compatibility and comparable
performance with existing members of the Series 700 family.

by Thomas V. Spencer, Frank J. Lettang, Curtis R. McAllister, Anthony L. Riccio, Joseph F. Orth, and

Brian K. Arnold

The HP 9000 Model 712 design is based on three custom
pieces of VLSI that provide much of the system's functional-
ity: CPU, graphics, and I/O. These chips communicate via a
high-performance local bus referred to as GSC (general sys-
tem connect). This paper will focus primarily on the /O chip.

A major goal of the Model 712 I/O subsystem was to provide
a superset of the /O performance and functionality avail-
able from other family members at a significantly reduced
manufacturing cost. This goal was bounded by the reality of
a finite amount of engineering resources, and it was obvious
from the start that integrating several of the 1/0 functions
onto a single piece of silicon could greatly reduce the total
/O subsystem manufacturing cost. Each function of the /O
subsystem was examined individually as a candidate for
integration. The value of maintaining exact driver-level soft-
ware compatibility was also evaluated with respect to the
advantages of minimizing the hardware cost for each of the
/O functions.

The investigation indicated that the optimal solution for the
Model 712 was an I/O subsystem that centered around a
single piece of custom VLSI. The chip that resulted from this
investigation directly implements many of the required /O
functions and provides a glueless interface between the GSC
bus and other common industry /O devices. This chip was
named LASI, which is an acronym that refers to the two
major pieces of functionality in the chip, LAN and SCSL
The LASI chip also provides several miscellaneous system
functions that further reduce the amount of discrete logic
required in the system.

Chip Overview

The LASI chip was designed in a 0.8-um CMOS process and
is 13.2 mm by 12.0 mm in size (including I/0 pads). It con-
tains 520,000 FETs and is packaged in a 240-pin MQUAD
package. LASI dissipates approximately three watts when
operating at the maximum GSC frequency (40 MHz). LASI
was designed primarily using standard-cell design methodol-
ogies although several areas required full custom design.

A functional block diagram of LASI is shown in Fig. 1. The
majority of cireuitry in LASI is consumed by only two func-
tions, LAN and SCSI. Both of theses designs were purchased
from outside companies and ported to HP's design process.
The SCSI functionality is exactly identical to the NCR
53C710 SCSI controller, and the LAN functionality is exactly
identical to an Intel 82C596 LAN controller.
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Other VO functionality that is completely implemented on
LASI with HP internal designs includes: RS-232, Centronics
parallel interface, a battery-backed real-time clock, and two
PS/2-style keyboard and mouse ports. In addition, LASI pro-
vides a very simple way of connecting the WD37C65C flexible
disk controller chip to the GSC bus. The system boot ROMs
are also directly controlled by the LASI chip. The Model 712
provides 16-bit CD-quality audio and optionally supporis
two telephone lines. LASI provides the GSC interface and
clock generation (using digital phase-locked loops) for both
of these audio functions. Fig. 2 shows an approximate floor
plan of the LASI chip. The floor plan shows the general lay-
out and relative size of each block.

LASI contains several system functions that help to minimize
the miscellaneous logic required in the system. This includes
GSC arbitration and reset control. LASI also serves as the
GSC interrupt controller.

It is possible to use up to four LASI chips on the same GSC
bus. LASI can be programmed at reset to reside in one of
four different address locations. The arbitration circuit sup-
ports chaining, and LASI can be programmed to either drive
or receive reset.

System Support Blocks

The following sections give a brief overview of each of
LAST's major functional blocks that provide system support
functionality in the Model 712, but do not directly support or
implement any /0 function.

GSC Interface. The GSC (general system connect) bus con-
nects the major VLSI components in the Model 712, It is a
32-bit bus with multiplexed address and data. The bus con-
sists of 47 signals for devices capable of being a bus master.
The GSC bus is defined to run at up to 40 MHz giving a peak
transfer rate of 160 Mbytes/s.

The GSC interface block in LASI provides the connectivity
between the GSC bus and the wide variety of internal bus
blocks, many of which have different logical and timing re-
quirements. This block converts the GSC bus io a less com-
plex internal LASI bus. The LASI internal bus is very similar
to the GSC bus, but it is not as heavily multiplexed and is
more flexible than the GSC bus in that it easily accommo-
dates the simpler interface for the general-purpose /O
blocks in LASL The GSC interface block handles bus errors
and keeps track of parity information for other internal
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blocks, removing the associated complexity from these con-
trollers. Both master and slave devices reside on the LASI
internal bus,

LLASI is a slave whenever the CPU initiates data transfer. As
a slave, LASI supports only subword and word write, and
subword, word, and double-word reads.” Internal slave de-
vices only need to support a subset of these transactions.
There are five different protocol behaviors for slave devices
in LASI: unpaced byte wide, paced byte wide, packed hyte
wide, unpaced word wide, and paced word wide.

Unpaced devices, such as the real-time clock, don't use a
handshake with the GSC interface, making their protocol
very simple. When a device requires a variable length of
time to transfer data it is called paced, The SCSI interface is
an example of a paced device. A packed device is one that
sends a sequence of bytes to make up a word or double
word. The boot ROM interface is an example of a packed
device

Controller

Real-Time

Flexible Disk

PS/2 Keyboard
and Mouse
Controller

Flexible
Disk
Controller

Fig. 1. LASI chip block di

A simiple strobe signal is asserted while internal data and
address buses are valid. Internal devices have no direct in-
teraction with bus errors.

As a bus master, LASI is capable of initiating subword, word,
double-word, and quad-word transactions on the GSC bus.
Onece one of LASI's internal bus masters owns the bus, it can
signify the start of a fransaction by asserting the master_valid
signal (see Fig. 3), The device must then simultaneously
drive its DMA address (master_address), transaction type, and
byte enables onto the bus. On a read, the first available data
word will appear on the internal bus when the master_ac-
knowledge signal is asserted by the GSC interface. The GSC
interface will not accept another master_valid until all the read
data has been transferred.

If a timeout error, address parity error, or data parity error is
encountered on the GSC bus, the GSC interface will always
do a normal handshake for the transaction by asserting the
master_acknowledge signal. The transaction will complete as
usual except that an error is logged, disabling arbitration for
the device so it cannot be a bus master again. This means
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that internal masters, at the hardware level, never need to
respond directly to bus errors. When the GSC interface
block sees a timeout error it will, from the perspective of its
internal bus blocks, complete a transaction normally. In this
way the GSC's error signaling mechanism can correctly termi-
nate an errant transaction without adding complexity to
LASI's internal blocks.

Parity is generated in the GSC interface whenever LASI
sources data or an address on the bus. Parity is checked
whenever LASI is a data sink. LASI does not respond to
address parity errors on the GSC bus, which result in a
lilll{‘l}l1| error.

Arbitration. LASI contains six different blocks capable of
initiating a transaction on the GSC bus (see Fig. 1). To initi-
ate a transaction, a block must first own (or gain control of)
the GSC bus. Deciding which potential master owns the bus
is the job of LASI's arbitration block. The arbitration circuit
in LASI provides internal bus arbitration for all six internal
devices and provides external GSC arbitration signals for
the CPU and an expansion slot. This capability allows LASI
to function as the central arbiter for the GSC bus in low-end
systems. The arbitration circuit can also be pin-programmed
at reset to behave as a secondary arbitration device that is

B/ O i TN Y A W Y

master_ address I I

Clock

master_valid

Y oo J oo J o2}

master_acknowlege

master_data

Fig. 3. Master read timing
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controlled by another arbiter. This feature allows LASI to be
used in larger systems that provide their own arbitration
circuit. A second LASI can also be used for /O expansion
in low-end systems in which the first LASI is providing the
central arbitration. Support for multiple LASI's on the same
GSC bus makes the speedy development of multifunction

/O expansion boards a relatively simple task.

The LASI design was simplified by requiring that the LASI
arbitration circuit gain control of the GSC bus before granting
the internal bus to potential bus masters. This saved a signifi-
cant amount of complexity in the GSC interface block as well
as greatly reducing the number of cases that needed to be
tested during the verification effort. This simplification does
create a couple of wasted GSC cycles for each transaction
initiated by LASL However, this inefficiency has a negligible
impact on system performance.

The LASI arbitration circuit provides a simple round-robin
scheme that provides roughly equal access 1o all devices.
The arbitration circuitry keeps track of the identity of the
last device granted the bus